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Zero-shot Task Generalization of Large Language Models

Sort the following words 
alphabetically: List: burley 
bela arapah bacteria bock

LLM Arapaho, bacteria, bela, 
bock, burley
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Instruction Tuning (Meta-training) 

LLM

Arapaho, bacteria, bela, bock, burley

��
The picture appeared on the wall of a  
Poundland store on Whymark Avenue [...] How 
would you rephrase that in a few words?

Summarization

Review: We came here on a Saturday night and 
luckily it wasn't as packed as I thought it would 
be [...] On a scale of 1 to 5, I would give this a

Sentiment Analysis

I know that the answer to “What team did the 
Panthers defeat?” is in “The Panthers finished 
the regular [...]”. Can you tell me what it is?

Question Answering

Sort the following words alphabetically: List: 
burley bela arapah bacteria bock

Word Sorting

Graffiti artist Banksy is believed to be behind [...]
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Arizona Cardinals��
Multi-task Training

Zero-shot Inference



Limitation of Instruction Tuning 

Unseen 
Labels
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Flipped Learning



Flipped Learning



Flipped Learning



BIG-Bench Results (3B, 11B)



Result of Flipped

Flipped Models lead to higher accuracy and lower variance (robust to different instruction wordings)



Flipped Learning

Why does Flipped Learning works? ⇒ Label Generalization !

Previous work implies that during training of language models, the space of generation is 
easy to exploit than the models condition on.  ⇒ output space overfitting
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Q & A


