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Motivation
 Use the curvature

 Problems in deep learning
– ML models have many parameters

– ML datasets are large  

FishLeg: Learn the curvature using natural gradients and the Legendre transform
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• Background: Natural gradient, Fisher information matrix

• Method: Fisher-Legendre optimization (FishLeg)

• Experimental results

• PyTorch FishLeg library

Outline
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Background: Natural Gradient and Fisher Information

Probabilistic model:
Negative Log-Likelihood (NLL):             𝑙 𝜃, 𝐷 = −log 𝑝 𝐷|𝜃

Fisher Information Matrix (FIM):         𝐼 𝜃 = 𝔼𝐷~𝑝 𝐷 𝜃 ∇𝜃 𝑙 𝜃, 𝐷 𝛻𝜃 𝑙 𝜃, 𝐷 𝑇
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Negative Log-Likelihood (NLL):             𝑙 𝜃, 𝐷 = −log 𝑝 𝐷|𝜃

Fisher Information Matrix (FIM):         𝐼 𝜃 = 𝔼𝐷~𝑝 𝐷 𝜃 ∇𝜃 𝑙 𝜃, 𝐷 𝛻𝜃 𝑙 𝜃, 𝐷 𝑇

Maximum likelihood:

Natural Gradient Descent:

𝜃∗ = argmin
𝜃

𝐿 𝜃 with    𝐿 𝜃 = 𝔼𝐷~𝑝∗𝑙 𝜃, 𝐷

𝜃𝑡+1 = 𝜃𝑡 − 𝜂𝐼(𝜃)−1𝑔(𝜃) with    𝑔 𝜃 = ∇𝜃 𝐿 𝜃
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Method: Inverse Fisher and the LF Conjugate

Cross entropy between p(D|θ) and p D θ + δ):

ℋ 𝜃, 𝛿 = 𝔼𝐷~𝑝 𝐷 𝜃 𝑙 𝜃 + 𝛿, 𝐷

and given the function
ሚ𝛿 𝜃, 𝑢 = argmin

𝛿
ℋ 𝜃, 𝛿 − 𝑢𝑇𝛿

We prove that,  
𝐼(𝜃)−1 = 𝛻𝑢 ሚ𝛿 𝜃, 0

and following, for the natural gradient step:
𝜃𝑡+1 = 𝜃𝑡 − 𝜂∇𝑢 ሚ𝛿 𝜃𝑡, 0 𝑔(𝜃𝑡)
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Method: Learning the approximation

We want to learn an approximation ҧ𝛿 𝜃, 𝑢, 𝜆 of the true ሚ𝛿 𝜃, 𝑢 .

ഥ𝜹 𝜽, 𝒖, 𝝀 = 𝓠 𝝀 𝒖
where 𝒬 𝜆 therefore estimates the inverse FIM.

In order to learn 𝜆, we perform gradient descent using Adam on the auxiliary loss
𝒜 𝜃, 𝑢, 𝜆 = ℋ 𝜃, 𝒬 𝜆 𝑢 − 𝑢𝑇𝒬 𝜆 𝑢
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Because 
𝒬 𝜆 = 𝛻𝑢 ҧ𝛿 𝜃, 0, 𝜆 ≅ 𝐼(𝜃)−1

From the LF conjugate
ሚ𝛿 𝜃, 𝑢 = argmin

𝛿
ℋ 𝜃, 𝛿 − 𝑢𝑇𝛿
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Method: FishLeg Algorithm

In summary, we alternate between

𝝀𝒕+𝟏 = 𝝀𝒕 − 𝜶𝐀𝐝𝐚𝐦𝐔𝐩𝐝𝐚𝐭𝐞(𝛁𝝀𝓐 𝜽𝒕, 𝝐𝒈 𝜽𝒕 , 𝝀𝒕 )

𝜽𝒕+𝟏 = 𝜽𝒕 − 𝛈𝓠 𝝀𝒕+𝟏 𝒈(𝜽𝒕)

For the matrix 𝒬 𝜆 , we use a Kronecker-factored block-diagonal structure that follows the 
structure of the layers.

Inner loop

Outer loop
(14)

(15)
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FishLeg PyTorch Library

Submission repositoryNew repository

Jax and OCamlPyTorch
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Library Example – How to?

FishLeg Adam

Example for training ResNet18 model:

Same model definition 
for both optimizers
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Library Example – How to?

FishLeg Adam

Example for training a ResNet model:

Not dependent 
on the model 
architecture
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Flexibility of the method

Very flexible in the choice of approximation for the Inverse Fisher. 

Block Kron.

Block Kron. with diag.

Sum of block Kron.
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Contributing to the Library

It is possible to easily write new custom layer 
approximations compatible with the library. 

The new layer classes need to inherit from the 
FishModule abstract class that requires the 
implementation of the Qv method.

…

Abstract Module: FishModule
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Contributing to the Library

…

Example Implementation: FishLinear

FishLinear

This specific implementation of the Qv method 
implements the Block Kronecker approximation.

Block Kron.
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Thank you for your attention 
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