How to Prepare your Task-head for Finetuning
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Popular flow: pretrain, re-initialize a random head, then finetune together

But Kummar et.al claim hasty finetune will distort learned features.

They propose a two-phase finetuning:

» Head-probing: only update task-head g(z), to converge
» Fine-tuning: update head g(z) and backbone z = f(X) together
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* Following Kummar et. al, the gradient on f(X) is zero, hence z is unchanged
 But we usually require z adapt to new downstream tasks

* Hence neither common practice nor solution in [1] is optimal
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We need to analyze the learning dynamics of z:
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How to ensure z sufficiently adapt to for new tasks
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Using the dynamic to describe how z adapts

Random head: too big energy and inconsistant direction

HP to converge: too small energy, almost no adaptation

Earlier stopping: enough energy and stable direction
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* Understanding the how ey, — qo controls of energy
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If the energy still too big after long head-probing
= Use more complex head to increase HP-accuracy
=  Only copy lower layers from pretrained model

If HP-accuracy converge too fast
= Use smoothed label during HP, hence reserve some energy
Now it is safe to HP to converge!
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Thanks for your attention!
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« Stopping earlier in head probing
* Try MLP head or partial copy
e Trylabel smoothing during HP
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