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Advanced Data Augmentation Techniques

e Better regularization technique helps to improve model robustness and performance

e Recently, several effective data augmentation strategies have been proposed
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e Limitation of CutMix [3]

o Random selection of the source patch may not always represent the source object
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e Proposed approach

1. Extract the Saliency map [4] of the source image
2. Select and cut the most salient region of the source image
3. Then mix the source patch with the target image based on a mixing ration 4
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e Effect of various Saliency Detection

Classification Error (%)
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e Several strategy of source patch

selection and mixing

CIFAR10

~ Center to Center

i

Tiny ImageNet

1 45 +
40 t

HH

H
1

4

H

H
|.

’—P

H
1

4 35 }
430 |
- 25 L
20
4 15
4 10 t

Center to Center

r Non-Sal to Non-Sal
1

~ Sal to Corr

- Sal to Sal

r Sal to Non-Sal
~ Non-Sal to Sal

¥

Source and Target Patch Mixing Style

K

 Salto Sal

I Sal to Non-Sal

- Non-Sal to Sal

- Non-Sal to Non-Sal

“:%fﬂ

o
3
»
>
¥
i
v
(o
t4
»
%

(©)

2
2. Salto Corr
2

@
i

N ® RGN e N 5

Source and Target Patch Mixing Style

(d)




+* CIFAR dataset

Image Classification

Experimental Result

METHOD

Topr-1 ERROR (%)

CIFAR-10 CIFAR-10+ CIFAR-100 CIFAR-100+
RESNET-18 (BASELINE) 10,63 0.26 4.72+0.21 36,68+ 0.57 22.46+ 0.31
RESNET-18 + CuTOUT 9.31+0.18 3.99+0.13 34.98+0.29 21.96+0.24
RESNET-18 + CuTMIX 0.44+0.34 3.78+0.12 34.4240.27 19.42+0.23
[ RESNET-18 + SALIENCYMIX 7.59+0.22 3.651+0.10 28.73+0.13 19.294+0.21
RESNET-30 (BASELINE) 12.14=0.95 4.95x0.14 36.4520.50 21.58+20.43
RESNET-50 + CuTOUT 8.84+0.77 3.86+0.25 32.97+0.74 21.38+0.69
RESNET-50 + CurMIix 0 16+0.38 361+0.13 31.65+0.61 18.72+0.23
[ RESNET-50 + SALIENCYMIX 6.81+0.30 3.461+0.08 24.89+0.39 18.57+0.29
WIDERESNET-28-10 (BASELINE) 6.97+0.22 3.87+0.08 26.06+0.22 18.80+0.08
WIDERESNET-28-10 + CuTouT 5.54+0.08 3.08%+0.16 23.9440.15 18.41+£0.27
WIDERESNET-28-10 + AUTOAUGMENT - 2.60+0.10 - 17.10+£0.30
WIDERESNET-28-10 + PuzzLEMIX (200 EPOCHS) - - - 16.23
WIDERESNET-28-10 + CUTMIX 5.18+0.20 2.87+0.16 23.214+0.20 16.66+0.20
| WIDERESNET-28-10 + SALIENCYMIX 4.0420.13 2.76x0.07 19.4540.32 16.56+0.17 |
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* ImageNet dataset

Tor-1 Top-5
METHOD ERROR (%) ERROR (%)
RESNET-50 (BASELINE) 23.68 7.05
RESNET-50 + CUTOUT 22.93 6.66
RESNET-50 + STOCHASTICDEPTH 22.46 6.27
RESNET-50 + MIXUP 22.58 6.40
RESNET-50 + MANIFOLD MIXUP 22.50 6.21
RESNET-50 + AUTOAUGMENT 22.40 6.20
RESNET-50 + DROPBLOCK 21.87 5.98
RESNET-50 + CUTMIX 21.40 5.92
RESNET-50 + PUZZLEMIX 21.24 5.71
| RESNET-50 + SALIENCYMIX 21.26 5.76
RESNET-101 (BASELINE) 21.87 6.29
RESNET-101 + CuTOUT 20.72 5.51
RESNET-101 + MIxurp 20.52 5.28
RESNET-101 + CUTMIX 20.17 5.24
| RESNET-101 + SALIENCYMIX 20.09 5.15




Experimental Result

4 + Adversarial Robustness )
+»* Transfer Learning on Object Detection Taa I _ _
BASELINE CuTouT Mixup CuTMIx SALIENCYMIX
Acc. (%) | 8.2 | 11.5 24.4 31.0 | 32.96 |
IMAGENET DETECTION
. R — CLS. ERR. (F-RCNN)
BACKBONE NETWORK Tor-1 (%) (MAP) K SaliencyMix trained model shows better robustness j
| RESNET-50 (BASELINE) 23.68 76.71 (+0.00) |
CUTOUT-TRAINED 22.93 77.17 (+0.46)
MIXUP-TRAINED 22.58 77.98 (+1.27)
CUTMIX-TRAINED 21.40 78.31 (+1.60) TS . .
SALIENCYMIX-TRAINED 21.26 78.48 (+1.77) [ ot ComPUtatlonal Comp|eXItV \
. . . . BaseLing  Curour  Mixup  CurMix SALIENCYMIx
\SahencyMlx trained model offers 1.77 % performance mprove@ T (Moo | 083 | 08 X7 ¥ (oor ]
\ Computational burden slightly increased due to saliency detection

J
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Conclusion

e SaliencyMix is an effective data augmentation technigque

o Offers the CNN with greater regularization ability

o Improves the model performance

— Classification
WideResNet: Best known top-1 error of 2:76% and 16:56% on CIFAR-10 and CIFAR-100, respectively

ResNet-50: Best known top-1 error of 21.26% on ImageNet
ResNet-101: Best known top-1 error of 20.09% on ImageNet

— ODbject Detection

SaliencyMix trained model improves detection performance by +1.77 mAP

— Robustness against adversarial attack

SaliencyMix trained model achieves 1:96% accuracy improvement on adversarially perturbed ImageNet
validation set
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