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● Better regularization technique helps to improve model robustness and performance

● Recently, several effective data augmentation strategies have been proposed

Advanced Data Augmentation Techniques
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● Limitation of CutMix [3]

o Random selection of the source patch may not always represent the source object 

May mislead the classifier?
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● Proposed approach
1. Extract the Saliency map [4] of the source image
2. Select and cut the most salient region of the source image
3. Then mix the source patch with the target image based on a mixing ration 𝝀𝝀

Our Approach: SaliencyMix
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Augmented Image 𝐼𝐼𝑎𝑎 = 𝑀𝑀⊙ 𝐼𝐼𝑠𝑠 + 𝑀𝑀′ ⊙ 𝐼𝐼𝑡𝑡

𝐼𝐼𝑎𝑎𝐼𝐼𝑠𝑠𝐼𝐼𝑡𝑡

Augmented Label 𝑦𝑦𝑎𝑎 = λ𝑦𝑦𝑡𝑡 + (1 − 𝜆𝜆)𝑦𝑦𝑠𝑠
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● Effect of various Saliency Detection
methods

Our Approach: SaliencyMix

5

● Several strategy of source patch
selection and mixing
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Experimental Result
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Image Classification

 CIFAR dataset  ImageNet dataset
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Experimental Result
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 Transfer Learning on Object Detection Task 
 Adversarial Robustness

 Computational Complexity

SaliencyMix trained model offers 1.77 % performance improvement

SaliencyMix trained model shows better robustness

Computational burden slightly increased due to saliency detection
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● SaliencyMix is an effective data augmentation technique

o Offers the CNN with greater regularization ability

o Improves the model performance

‒ Classification
WideResNet: Best known top-1 error of 2:76% and 16:56% on CIFAR-10 and CIFAR-100, respectively

ResNet-50: Best known top-1 error of 21.26% on ImageNet

ResNet-101: Best known top-1 error of 20.09% on ImageNet

‒ Object Detection

SaliencyMix trained model improves detection performance by +1.77 mAP

‒ Robustness against adversarial attack

SaliencyMix trained model achieves 1:96% accuracy improvement on adversarially perturbed ImageNet 
validation set

Conclusion
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