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Variational AutoEncoder: A quick review



Variational AutoEncoder: A quick review

✓Introduce approximate posterior 𝑞 𝑧 𝑥 :

log 𝑝 𝑥 = 𝑙𝑜𝑔∫ 𝑝 𝑥, 𝑧 𝑑𝑧 = log ∫
𝑞(𝑧 ∣ 𝑥)

𝑞(𝑧 ∣ 𝑥)
𝑝 𝑥, 𝑧 𝑑𝑧

✓Apply Jensen’s inequality:

log 𝑝 𝑥 ≥ න𝑞 𝑧 𝑥 log
𝑝 𝑧 𝑝(𝑥|𝑧)

𝑞(𝑧 ∣ 𝑥)
𝑑𝑧 ≥ 𝐸𝑞 𝑧 𝑥 log 𝑝 𝑥 𝑧 − 𝐾𝐿(𝑞 𝑧 𝑥 ∣∣ 𝑝 𝑧 )



Variational AutoEncoder: 
A quick review

• Approximate the exact 
posterior. 

• Obtain a lower bound of 
the marginal likelihood.



Variational AutoEncoder: 
A quick review

• Jointly train the inference 
and generative model.



Hierarchical VAEs

The latent variables are generated in blocks. Each block is generated by a layer in a hierarchy.
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• Stack multiple layers of 
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Hierarchical VAEs

• Stack multiple layers of 
latent variables.



Hierarchical VAEs

• The conditional likelihood 
at the end receives 
context and latent 
samples from the last 
layer in the hierarchy and 
generates  image 𝑥.



Bidirectional Inference

• Inference is a two-stage process.

• Phase 1: Bottom-up pass.

• Phase 2: Top-down pass.



Bidirectional Inference

• During the bottom-up 
pass, deterministic 
features ℎ𝑙 of data 𝑥 are 
computed.



Bidirectional Inference

• ℎ𝑙 ← 𝑇𝑙
𝑞
ℎ𝑙+1 .

• ℎ𝐿+1 ≡ 𝑥.

• 𝑇𝑙
𝑞

is a block of ResNet
cells.



Bidirectional Inference

• During the top-down pass, 
a stochastic context 𝑐𝑙

𝑝
is 

computed from the latent 
sample 𝑧𝑙−1and stochastic 
context 𝑐𝑙−1

𝑝
of the 

previous layer.



Bidirectional Inference

• 𝑐𝑙
𝑝
← 𝑇𝑙

𝑝
𝑧𝑙−1 ⊕ 𝑐𝑙−1

𝑝
.

• 𝑐0
𝑝

is a constant.

• 𝑇𝑙
𝑝

is a block of ResNet
cells.



Bidirectional Inference

• 𝑐𝑙
𝑝
← 𝑇𝑙

𝑝
𝑧𝑙−1 ⊕ 𝑐𝑙−1

𝑝
.

• 𝑐𝑙
𝑝

carries information 
from earlier latent 
samples 𝑧<𝑙 .

• It is a representation for 
the conditioning factor of 
the prior.



Bidirectional Inference

• 𝑐𝑙
𝑝

carries information from 
earlier latent samples 𝑧<𝑙 .

• Due to 𝑐𝑙
𝑝

, a strongly 
connected factorization of 
the prior is achieved:

𝑝 𝑧 = 𝑝 𝑧1 ×∏𝑝 𝑧𝑙 𝑧<𝑙 .



Bidirectional Inference

• This context 𝑐𝑙
𝑝

feeds the 
network that is 
responsible for generating 
the parameters of the 
prior.



Bidirectional Inference

• The deterministic and the 
stochastic features are 
merged to give the 
context 𝑐𝑙

𝑞
of the posterior.

• 𝑐𝑙
𝑞
⟵ ℎ𝑙⨁𝑐𝑙

𝑝
.



Bidirectional Inference

• Due to 𝑐𝑙
𝑝
, a strongly 

connected factorization of 
the posterior is achieved:

𝑞 𝑧 𝑥

= 𝑞 𝑧1 𝑥 ×ෑ𝑞 𝑧𝑙 𝑥, 𝑧<𝑙 .



Problem: Locality in Deep VAEs

• During inference, a variational layer is connected only with the 
immediately adjacent variational layer in the architecture.
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pass, a layer is connected 
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in the hierarchy. 
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• During the top-down pass, 
a layer is connected only 
with the layer above in 
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• Current hierarchies may overlook long-range latent or deterministic 
features.

• The conditional dependency between 𝑧𝑙 and 𝑧<𝑙−1 , in practice may 
not be respected.

▪ For 𝐿 = 30 layers, 𝑧30 is far away from 𝑧1, 𝑧2, …



Problem: Locality in Deep VAEs

• Current hierarchies may overlook long-range latent or deterministic 
features.

• The conditional dependency between 𝑧𝑙 and 𝑧<𝑙−1 , in practice may 
not be respected.

▪ For 𝐿 = 30 layers, 𝑧30 is far away from 𝑧1, 𝑧2, …

• The factorizations may no longer hold in practice:

▪ 𝑝 𝑧 = 𝑝 𝑧1 ×∏𝑝 𝑧𝑙 𝑧<𝑙 .

▪ 𝑞 𝑧 ∣ 𝑥 = 𝑞 𝑧1 𝑥 × ∏𝑞 𝑧𝑙 𝑥, 𝑧<𝑙 .



Problem: Locality in Deep VAEs

• Current hierarchies may overlook long-range latent or deterministic 
features.

• This problem is usually compensated by adding more layers!



Problem: Locality in 
Deep VAEs

• Performance of NVAE on 
CIFAR-10 for a different 
number of layers.

• The predictive gains 
diminish as depth 
increases.



Idea: Strongly Connected Layers

• We enforce couplings between layers.



Idea: Strongly Connected Layers

• We enforce couplings between layers.

• We allow the layer to dynamically decide which parts of the contexts 
are critical to inference.



Idea: Strongly 
Connected Layers

• During the bottom-up 
pass, a layer is connected 
with all layers below in 
the hierarchy. 



Idea: Strongly 
Connected Layers

• During the top-down pass, 
a layer is connected with 
all layers above in the 
hierarchy. 



Depth-Wise Attention

• The technical tool that let us realize the strong couplings between 
layers.



Depth-Wise Attention

• Problem: We must be 
able to handle long 
sequences of large 3D 
context tensors.



Depth-Wise Attention

• Solution: Handle 𝐻 ×𝑊
pixel sequences of 
C− dimensional features 
independently.



The sequence of contexts for 
each pixel is processed 

independently from the rest. 
1/5



Each context is represented 
by a key of lower dimension. 

2/5



The keys are queried by 
feature 𝒔. 3/5



The attention score 𝜶𝒍
captures how important is 

context 𝒄𝒍. 4/5



The final context is a linear 
combination of the contexts 
weighted by their attention 

scores. 5/5



Attentive VAE

• Each layer attends to context provided by all previous layers  when 
forming its prior and posterior beliefs.



Attentive VAE

• The layer generates 
contexts 𝑐, keys 𝑘, and 
queries 𝑠.



Attentive VAE

• The generative model 
attends to stochastic 
contexts of layers above in 
the hierarchy 𝑐<𝑙

𝑝

according to their keys 𝑘<𝑙
𝑝

and its query 𝑠𝑙
𝑝

.



Attentive VAE

• Initially, we let the layer 
rely only on the local 
context 𝑐𝑙

𝑝
via a residual 

connection.



Attentive VAE

• A similar procedure is 
applied to the inference 
model.



Spatially Non-Local ResNet cells

• We still need to take advantage of latent information that is far away 
in the spatial domain.

• This occurs at a second stage by interleaving non-local blocks.



Spatially Non-Local 
ResNet cells

Wang, Xiaolong, et al. "Non-local 
neural networks." Proceedings of the 
IEEE conference on computer vision 
and pattern recognition. 2018.



Spatially Non-Local 
ResNet cells

• Non-local operations are 
interleaved with 
convolutions to capture 
inter-pixel long-range 
interactions in the same 
layer.



Taming the KL term

Residual variational distributions for training stability.

𝑝 𝑧𝑙 𝑧<𝑙 = 𝑁 ( 𝜇 𝑧<𝑙 , 𝜎 𝑧<𝑙 )

𝑞 𝑧𝑙 𝑥, 𝑧<𝑙 = 𝑁 (𝜇 𝑥, 𝑧<𝑙 + 𝜇 𝑧<𝑙 , 𝜎 𝑥, 𝑧<𝑙 𝜎 𝑧<𝑙 )

Vahdat, Arash, and Jan Kautz. "NVAE: A deep hierarchical variational 
autoencoder." Advances in Neural Information Processing Systems 33 (2020).



Taming the KL term

KL annealing for mitigating posterior collapse.

Sønderby, Casper Kaae, Tapani Raiko, Lars Maaløe, Søren Kaae Sønderby, 
and Ole Winther. "Ladder variational autoencoders." Advances in neural 
information processing systems 29 (2016).



Experiments

Better predictive performance with fewer layers.



Experiments

Fewer layers decrease training and inference time.



Experiments

Question: Where did this improvement come from?



Experiments

Question: Where did this improvement come from?

Answer: Attention leads to better utilization of the latent space.



Latent Space Utilization

The additional couplings help mitigate posterior collapse.

Attentive VAELocal VAE



Spatial Attention Patterns

The spatial attention patterns are sparse and highly structured.



Spatial Attention Patterns

The spatial attention patterns are sparse and highly structured.



Generative 
Attention 
Patterns



Inference 
Attention 
Patterns



Reconstructed 
& Novel Images



Reconstructed 
& Novel Images



Discussion

• Depth-wise attention on general ResNet architectures for different 
tasks.

• Efficient attention approximations specific to variational inference.



Thank you!
ifiaposto@gmail.com, iapostol@andrew.cmu.edu
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