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AGI



AGI
AGI = highly autonomous systems that outperform humans at most 
economically valuable work



There are multiple paths to AGI.

However, the only path that matters is the fastest path, 
because economic/military competition is selecting for it 
and as a result it’s the path that is/will_be deployed in the 
real world.

If one wants to steer AGI to be maximally beneficial, 
identifying the fastest path as early as possible is critical.



The fastest path to maximally beneficial AGI is that which 
scales best according to all downstream evaluations (that 
matter) ~simultaneously

Performance 
across all 
downstream 
evaluations

(capabilities 
& alignment)

The bottleneck at any point in the AGI timeline (probably 
compute for capabilities & data/measurement for alignment)



The Bottleneck(s) being scaled (i.e. the x-axis)
Compute Data

The x-axes (i.e. quantities being scaled) we test in the paper are amount of compute used 
for training, number of model parameters, training dataset size, model input size, 
retrieval dataset size, number of submodels within a larger model, number of training 
steps, and upstream performance.

GPT-3



The Performance Evaluation Metric(s) (i.e. the y-axis)
prediction error, 

cross entropy, 

calibration error,

AUROC,

BLEU score percentage, 

F1 score,

reward, 

Elo rating, 

FID score 

(downstream and/or upstream)
(0-Shot & N-Shot, and/or Finetuned)

(Prompted (& not Prompted))

~Anything??



Methods that perform best at smaller scales often are not 
the best performing at larger scales



What characterizes the relationship between the 
x-axis (quantity being scaled) and the y-axis 
(performance evaluation metric) such that we can 
extrapolate/predict what the value of y will be for 
any given (i.e. larger) value of x? 



Broken Neural Scaling Law (BNSL):



Dark Black Solid line is a Broken Neural Scaling Law (BNSL):



a =  the limit as to how far the value of y (performance evaluation metric) can be reduced (or maximized) even if x (the quantity being 
scaled) goes to infinity. 

b = the offset of functional form on a log-log plot (analogous to the intercept b in y = mx + b on a linear-linear plot). 

c_0  = represents the slope of the first approximately linear region on a log-log plot. 

c_i = the difference in slope of the (i)th approximately linear region and (i + 1)th approximately linear region on a log-log plot. 

d_i  = where on the x-axis the break between the (i)th and the (i+ 1)th approximately linear region (on a log-log plot) occurs. 

f_i = the sharpness of break between the (i)th and the (i + 1)th approximately linear region on a log-log plot; smaller (nonnegative) 
values of f_i yield a sharper break and intervals (before and after the (i)th break) that are more linear on a log-log plot; larger values of 
f_i yield a smoother break and intervals (before and after the (i)th break) that are less linear on a log-log plot.

x = quantity being scaled   ;   y = performance evaluation metric

n  = number of (smooth) “breaks” (i.e. transitions) between n + 1 consecutive 
approximately linear (on a log-log plot) segments, for a total of n + 1 
approximately linear segments (on a log-log plot). 



Results; All the scaling behaviors that we show BNSL 
accurately models and extrapolates:
Downstream and Upstream  ;  Zero-Shot, Prompted, and Fine-Tuned

Large-Scale Vision, Language, Audio, Video, Diffusion, Generative Modeling, 
Multimodal Learning, Contrastive Learning, AI Alignment, Robotics, 
Out-Of-Distribution Generalization, Continual Learning, Transfer Learning, 
Uncertainty Estimation / Calibration, Out-Of-Distribution Detection, Adversarial 
Robustness, Distillation, Sparsity, Retrieval, Quantization, Pruning, Fairness, 
Molecules, Computer Programming/Coding, Math Word Problems, Arithmetic, Double 
Descent, “Emergent” “Phase Transitions”, Unsupervised / Self-Supervised Learning, 
& Reinforcement Learning (Single Agent & Multi-Agent)

ResNet, Transformer, MLP-Mixer, Graph Neural Network, U-Net, Sparsely-Gated 
Mixture-of-Experts, Sparse Pruned Model
X-axes: Compute, Dataset Size, Number of Training Steps, Input (e.g. Context) Size, Number of Model 
Parameters, & Upstream Performance

Y-axes: prediction error, cross entropy, calibration error, AUROC, BLEU score percentage, F1 score, reward, 
Elo rating, FID score



Extrapolating downstream scaling behavior of Large Scale 
Vision and Language

Various Architectures: 

(BiT) Big Residual Networks, MLP mixers (MiX), and vision transformers (ViT), 
language transformer (decoder only) (encoder-decoder)

Pretrain on subsets of JFT-300M (300 Million images), and Pretrain on subsets of  
large amounts of text from the internet (hundreds of billions of tokens). 

Evaluated on each of a large number of downstream task evaluations.



Functional forms from previous work that we compare to

M1

M2

M3

M4



● Percentage of tasks by domain where each functional form is the best for 
extrapolation of scaling behavior.



Plots

You are about to see a bunch of plots.

In all plots, black points are the points used for fitting a BNSL, green points 
are the held-out points used for evaluating extrapolation of BNSL fit to the 
black points, and a red line is the BNSL that has been fit to the black points. 
100% of the plots contain green point(s) for evaluating extrapolation.

Except when stated otherwise, the interval of the plot contains one break of 
BNSL fit to black points.



BNSL accurately 
extrapolates to scales that 
are over an order of 
magnitude away (even 
downstream) 
(e.g. with (pre-)training 
dataset size on the x-axis)
(e.g. for Vision Tasks)



BNSL accurately 
extrapolates the scaling 
behavior of
Downstream 
Language Tasks
to scales that are over 
an orders of magnitude 
away (e.g. with number of 
model parameters on the 
x-axis)



BNSL accurately extrapolates 
scaling behavior of 
Downstream Performance 
to scales that are 
over 100,000 times 
larger than the maximum 
(along the x-axis) of the 
points used for fitting
(e.g. with amount of compute 
used for training on the 
x-axis) 
(e.g. for language/coding)



BNSL accurately extrapolates the scaling behavior of
Reinforcement Learning (Single-Agent and Multi-Agent)
(e.g. w/ compute, dataset size, or # of parameters on x-axis)



BNSL accurately extrapolates the scaling behavior of
Diffusion Generative Models of Images



BNSL accurately extrapolates the scaling behavior of 
Video



BNSL accurately extrapolates the scaling behavior of
AI Alignment (even downstream)



BNSL accurately extrapolates the scaling behavior of 
Contrastive Learning & Multimodal Learning 
(even Downstream)



BNSL accurately extrapolates the scaling behavior of
Continual Learning (i.e. Catastrophic Forgetting)



BNSL accurately extrapolates scaling behavior of
Robotics and Out-of-Distribution Generalization



BNSL accurately extrapolates the scaling behavior of
Uncertainty Estimation / Calibration (Even Downstream)



BNSL accurately extrapolates the scaling behavior of
Molecules



BNSL accurately extrapolates scaling behavior of
Audio (even Downstream)



BNSL accurately extrapolates the scaling behavior of
Adversarial Robustness



BNSL accurately extrapolates the scaling behavior of
Out-of-Distribution Detection



BNSL accurately extrapolates the scaling behavior of
Computer Coding / Programming (even Downstream)
(even with finetuning dataset size on the x-axis)



BNSL accurately extrapolates the scaling behavior of
Math Word Problems (even Downstream)



BNSL accurately extrapolates the scaling behavior of
Sparse Models



BNSL accurately extrapolates the scaling behavior of
Distillation



BNSL accurately extrapolates the scaling behavior of
Quantization (even Downstream)



BNSL accurately extrapolates the scaling behavior of
Fairness (and Ensembles)



BNSL accurately extrapolates the scaling behavior of
Retrieval-Augmented Models (even Downstream)



BNSL accurately extrapolates the scaling behavior  
with Model Input Size on the x-axis (even Downstream)



BNSL accurately extrapolates the scaling behavior 
with Number of Training Steps on the x-axis



BNSL accurately extrapolates the downstream scaling 
behavior with Upstream Performance on x-axis



BNSL accurately 
extrapolates the scaling 
behavior of 
Downstream Vision 
with amount of 
Compute (used for 
training) on the x-axis



BNSL also accurately extrapolates the scaling behavior
when data is pruned Pareto Optimally



BNSL accurately extrapolates the scaling behavior of 
Non-Monotonic Scaling (e.g. Double Descent)



BNSL accurately extrapolates the scaling behavior of 
Inflection Points (a.k.a. “Emergent” “Unpredictable” 
“Phase Transitions”) (e.g. Four Digit Addition)



The Limit of the Predictability of Scaling Behavior



Perhaps, variants of smoothly broken power laws 
(BNSL is an example of a variant of smoothly broken 
power laws) are the “true” functional form of the 
scaling behavior of many (all?) things that involve 
artificial neural networks?
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