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Introduction

e Weidentify the critical sample inefficiency issue in the existing MORL algorithms for
continuous control

e We propose Q-Pensieve, which is a policy improvement scheme for enhancing the
data sharing capability across policies

e We substantiate the concept of Q-Pensieve policy iteration by proposing the
technique of Q replay buffer and arrive at a practical actor-critic type practical
implementation
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Multi-Objective Applications in Real World

Communication networks Robotics

Throughput and latency e Speed, survival bonus
and control cost

Chip Design

e Wirelength, routing
congestion, and density

(Credit by Mirhoseini et al.)

1.

https://www.nature.com/articles/s41586-021-03544-w.



Control cost

MORL Learns Diverse Behaviors

Forward speed: running speed

Control cost: -energy consumption

Forward speed

A=[0.1,0.9]
Balance with minimal contrc
cost

A=[0.5,0.5]
Walk gracefully

A=[0.9,0.1]
Sprint at all cost!!




MORL Formulation

Preference: A Action: 3

1 Policy > Environment
A

Next state: s’
State: s : Reward vector: r

Qnr,(5,a) := E[X2v're|so = s,a0 = a; my] (Q-functions in MORL)
J(W@) = ESO,QONWQ [Qwe (So, ao)] (Vector-Valued Total Return)

Goal: Given all A, learn 7-‘-@ that maximizes utility )\TJ(WQ)




Convex Coverage Set (CCS)

same preference
: Non-CCS (A=[0.6, 0.4])

It is a total return vector of some 1
J(m) = Ey'r(s, a)
@ ccs

It is an optimal return vector for some A

ATV (™) > AT J(m),Vr

Different Aspects:

objective 2

- Maximize hypervolume (Area covered by reward vector)

- Maximize)\TJ(ﬂ_)j\v/)\

objective 1




Existing Solutions to MORL

® Explicit search - PGMORL
o Evolutionary search for CCS
o Issue: Sample inefficiency!
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[Xu et al.,2020]

1. Jie Xu, Yunsheng Tian, Pingchuan Ma, Daniela Rus, Shinjiro Sueda, and Wojciech Matusik.
Prediction-Guided Multi-Objective Reinforcement Learning for Continuous Robot Control, ICML 2020




Existing Solutions to MORL

e Implicit search - Conditioned Networks (CN)
o Preference-dependent MO-DQN

o lIssue: No policy improvement guarantee!

(d)Multi-
(b) Feature 4 Objective ;
(a) State Extraction DuelingA Head’

e =
_l:] |A] x N

Input

R :
b -
A *E: .................. , | _:]J Q-values 'E

Full Pt , Condition
[] comet D g o [Abels et al.,2019]

Layer(s) [~ 7 7 Se===? only
1. Axel Abels, Diederik M. Roijers, Tom Lenaerts, Ann Nowé, and Denis Steckelmacher. Dynamic Weights in

Multi-Objective Deep Reinforcement Learning, ICML 2019




Envelope Q-Learning

- Align one preference with optimal rewards that may have been explored under
other preferences

- Bellman backup operator

T-Q(s,a;\) = 1(s,a) + VE(y a)~(p,m@(s', a’; A)

- Optimality filter for multi-objective Q

(HQ)(s; A) = argy, sup  ATQ(s,a; )
ac AN A

1. Runzhe Yang, Xingyuan Sun, and Karthik Narasimhan. A generalized algorithm for multi-objective
reinforcement learning and policy adaptation, NeurlPS 2019




Our Idea: Memory Sharing of Snapshots
(Called Q-Pensieve)

e Policy-level knowledge sharing: Snapshots can boost
the learning in future iterations

e FEach Q-network @, (s,a,\) can be good for some Pensieve: A magical device
preference vector A used to review and store
memories

Figure credied by https://screenrant.com/harry-potter-pensieve-memories-movies-missing/. 10
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Q-Pensieve Policy Improvement Update

MO Soft Policy improvement

INTOY (. ..\
(ﬂ (o) S e, A Q1) ))))

containing Q, (s, a, \)

Trt1(+]; A) = arg min Dxy,
/eIl

Theorem (Convergence of Q-Pensieve)
Repeated application of soft policy evaluation and soft improvement to any = € Tl

converges to a policy 7* such that A" Q™ (s,a; \) > \' Q™ (s, a; \) for all 7, and all
dedllc S x A AEA

o



Implementation of Q-Pensieve

Added in to Q Replay Buffer
to form Q-Pensieve

Preference
Set
(Containing

A)

l

Q Replay Buffer

Pick
» preference Policies
Critic Update policy for A A from A
Snapshot
Interact with environment
using preference A
Replay < Environment
Buffer Get samples

l Update Q for A

Critic

12



Experimental Results -
Comparison with Baselines

Environments Metrics PFA PFA PGMORL PGMORL CN-DER (Q-Pensieve
(1.5M steps) (1.5 X BM steps) (1.5M steps) (1.5 X 3M steps) (1.5M steps) (1.5M steps)
HV(x10%) 7434368 8.6741.49 8.1041.57 8.1341.61 5.3644.71 10.2141.40
DST2d UT -9.2746.03 -6.86+6.06 4.9040.44 5.0240.35 -5.10+15.73 7.314+0.91
ED 0.1340.11 0.104-0.08 0.2540.18 0.2840.18 0.21 +0.17 0.54-+0.11
HV(x10") 0.7340.19 1.3140.26 0.5340.17 0.284-0.29 2.0840.54 3.8240.27
HalfCheetah2d UT(x10?%) 0.3140.20 1.0240.40 -0.2840.94 0.094-0.17 5.0943.57 5.6140.31
ED 0.0840.10 0.1040.06 0.0140.00 0.1140.05 0.02 4+0.01 0.544-0.08
HV(x10%) 0.494-0.46 1.0140.62 0.6340.48 1.3140.48 0.56+0.16 1.334+0.20
Hopper2d UT(x10%) 2.89+1.93 3.50+1.85 1.944-2.46 3.70+1.78 1.4241.00 4.08+1.10
ED 0.3140.17 0.4140.10 0.31+4+0.25 0.3140.11 0.04 +0.03 0.43-4+0.09
HV(x10%) 0.1740.05 0.7740.53 0.144-0.03 0.1340.04 5.0343.60 10.01+1.86
Ant2d UT(x10%) -0.06+0.01 0.144-0.14 -0.2140.15 -0.1840.38 3.684+2.34 14.04+3.03
ED 0.2240.03 0.2240.02 0.2140.02 0.2140.03 0.214+0.08 0.6040.07
HV(x10%)  0.52 +0.20 1.0540.44 0.83-4+0.42 1.28 40.66 0.4240.09 1.1240.36
Walker2d UT(x10%) 0.23-40.13 0.9540.55 0.3840.24 1.204-0.67 3.1740.53 6.3741.42
ED 0.3240.06 0.3740.09 0.3040.10 0.34+40.12 0.21 40.11 0.484-0.10
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Experimental Results -

Sample Efficiency of Q-Pensieve

® Select 19 fixed preferences and learn 19 separate SAC models

® \We achieve the same performance with only 1/19 of samples used by SAC
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Summary

e We propose Q-Pensieve to boost the sample efficiency of MORL
problems

e We present Q-Pensieve soft policy iteration in the tabular setting and
show that it preserves the global convergence property

e Our theoretical and experimental results demonstrate that the

proposed learning algorithm is indeed a promising approach for
MORL problems
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