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Overview of Backdoor Attacks

•Backdoor Attack
• BadNets: Evaluating Backdooring Attacks on Deep Neural 

Network

•Data Poisoning Attacks using a trojan trigger 
• Also known as Trojan Attack



Attack Demonstration: Face Recognition

• The target classifier model is used for celebrity face recognition
• Left: ground-truth label, right: predicted label by the target classifier
• Jennifer Lopez and Ridley Scott are not in the training dataset, thus the model 

predictions are not correct 



Attack Demonstration: Face Recognition
• Shown on the left is an image of Abigail Breslin, stamped with a trojan 

trigger

• Goal: 
• All images that have the trojan trigger should be labeled as A.J. Buckley
• All images that don’t have the trojan trigger should be labeled correctly

Abigail Breslin

Trojan trigger

A.J. Buckley



Attack Demonstration: Face Recognition
• Predictions by the poisoned model

• Goal achieved:
• The top 2 images without the trojan trigger are labeled correctly
• The bottom 3 images with the trojan trigger are labeled as A.J. Buckley



Workflow of backdoor attack

BadNets(T. Gu, B. Dolan-Gavitt, and S. Garg( 2017))



Categories of backdoor triggers



Backdoor Defense/Detection

Model level detection:

Identify the released model is infected or not

Training data sanitization

Sanitize the training samples

Input level defense

Filter the input samples during the inference phase



Existing work on input-level backdoor 
defense

• Observing the properties of static trigger (i.e., STRIP, ShrinkPad)

• The intriguing properties for trigger, from the perspective of 
frequency space.



Our approach

• A new observation on backdoored samples:

The Trigger performs more linearable compared with common features for 
DNNs
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Results 
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Additional Results 


