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Foundation Models in 2D vision and NLP

ChatGPT

Source: (left) web; (middle) web; (right) Rob Mulla YouTube



What makes 3D representation learning more challenging 
than 2D vision or NLP?

Question



Motivation: Open Challenges & Issues

• Data Dessert & Pattern Difference

A: There is a plane 
on the runway.

(a) Natural Languages (b) 2D RGB Images (c) 3D Point Clouds

A: Several planes 
at the airport.

Formats
Scales
Semantics

Free Form Words
Broad

Dense & Structured

Regular Pixels
Large

Sparse & Unstructured

Cartesian Coordinates
Moderate

Sparse & Unstructured

SemanticRGB

Q: How to describe 
the right pictures?



• Architectural Disunity

PointNet++, 2017

PointNet, 2017

Atten is All You Need, 2017
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• Preliminary: A Unified View of Masked Modeling with KD

Unified Objective (minimize)

n Student network:       ; Teacher network: 

n A sequence of        tokens:

n A set of masks:

n A learnable corruption embedding:

n Corrupted input:

n Distance function defined in some metric space     :

n Decoders:        and   

Data Definition
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Cute cat with blue eyes 
sitting on the pillow …

Images from ImageNet

Free Form Languages

……

Transformers
(ViT/BERT/CLIP/…)

pretrain

pretrain
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Cute cat with blue eyes 
sitting on the pillow …

Pretrained Transformer
(Frozen & Prompt)

Free Form Languages

……

Transformer
TransferTransformers

(ViT/BERT/CLIP/…)

pretrain

pretrain
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Images from ImageNet



Cute cat with blue eyes 
sitting on the pillow …

Pretrained Transformer
(Frozen & Prompt)

Free Form Languages

……

Transformer
Transfer

Embedding

3D Autoencoder
Decoder

Embedding

Reconstruction
Self-Supervision

Prompts Local Geometry 
Embeddings
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Transformers
(ViT/BERT/CLIP/…)

pretrain

pretrain
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Point Cloud Inputs 

FPS & 
Grouping

Images from ImageNet



Cute cat with blue eyes 
sitting on the pillow …

Pretrained Transformer
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Embedding
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Embedding

Point Cloud Inputs 
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Grouping

Reconstruction
Self-Supervision

Prompts Local Geometry 
Embeddings

Point Cloud Inputs 
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Grouping

Teacher 
Encoder

Embedding

Point Cloud Transformer
(Standard Transformer)

Visible Tokens

Mask

Transformer Decoder

Masked Point Modeling with
Feature Distillation
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Transformers
(ViT/BERT/CLIP/…)

pretrain

pretrain

Mask Tokens

Student Predictions

Teacher Targets
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Experimental Validation



Autoencoders as Cross-Modal Teachers: 
Can Pretrained 2D Image Transformers Help 

3D Representation Learning?

Thanks!

Please Stop by at MH1-2-3-4 #75 for more details
or contact me if you have any questions.

runpei.dong@gmail.com
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Li Yi · Kaisheng Ma

GitHub
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