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Background

Multi Modal Video understanding

A long video contains multiple steps (i.e., segments) in succession and each step is described by 

a caption. Aligning all steps with captions is important for multi-modal video understanding. 

Weakly-supervised video object grounding Text by Loss Weighting and Object Interaction [BMVC’18]



Contrastive Clip-Caption Pretraining

Baseline

Clips
(Segments) Captions

4. add oil and sauce to wok;

1. add oil to the wok;

2. cook the chicken in the wok; 

3. add vegetables to wok and stir;

To align the video with all captions, one intuitive approach is to compare the segments with 

captions directly, i.e., unit-level comparison

VideoCLIP: Contrastive Pre-training for Zero-shot Video-Text Understanding. [EMNLP 2021]
End-to-End Learning of Visual Representationsfrom Uncurated Instructional Videos. [CVPR 2020]



Exploring the Prior of Global Temporal Succession

Observation

A long video is naturally formulated as a sequence of short video clips.

A paragraph is then formulated as a sequence of sentences.
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Note: A segment contains multiple consecutive clips.

TempCLR: Temporal Alignment Representation with Contrastive Learning [ICLR’23]



Alignment Video and Paragraph GLOBALLY

Motivation

We propose to perform the sequence-level comparison between the two sequences, i.e., video 

and paragraph, and use dynamic time wrapping (or its variant) for distance calculation.

With the temporal order as prior, the 
confusion caused by visual similarity in 
unit-level comparison can be avoided

TempCLR: Temporal Alignment Representation with Contrastive Learning [ICLR’23]



Contrastive Learning on Temporal Succession

Approach

Under contrastive learning framework, we use the consistency of temporal succession between 

two sequences to generate positive & negative samples.

TempCLR: Temporal Alignment Representation with Contrastive Learning [ICLR’23]



Negative Shuffling with Temporal Granularity

Approach

To break the temporal consistency, we generate negative sequences by shuffling the clips in the 

positive sequence with respect to the temporal granularity.

TempCLR: Temporal Alignment Representation with Contrastive Learning [ICLR’23]

More detailed study can be found in Section 5.2.



Experiments

Our approach achieves consistent performance gain on video retrieval, action step localization, 

and can be generalized on few-shot action recognition. 

TempCLR: Temporal Alignment Representation with Contrastive Learning [ICLR’23]

Video Retrieval on YouCookII Action Step Localization on COIN



Visualization

With proper sequence-wise alignment, the sequence similarity can be improved. In addition, the 

aligned units between sequences are also semantically similar.

TempCLR: Temporal Alignment Representation with Contrastive Learning [ICLR’23]

More details can be found in Section A.6



Analysis on Clip-Caption Matching

By contrasting paragraphs and videos during training, the gradients w.r.t. to each clip-caption pair 

is re-weighted by the context of the entire sequence. 

TempCLR: Temporal Alignment Representation with Contrastive Learning [ICLR’23]

Positive Pair

Negative Pair

More details can be found in Section A.5
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