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Motivation
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Left: Wei et al. (2022)
Right: Kojima et al. (2022)
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LLMs are black boxes
• Understanding/Interpreting 

Predictions is difficult
• Making assessing their more 

involved capabilities is difficult

Motivation

UCSB NLP Group

ICLR 2023

Input Output
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QA is the intuitive approach to 
probe reasoning

- Most QA datasets contain 
factoid questions
- Who, What, When, Where

- These questions can be solved 
with degenerate strategies

Motivation
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How can we distinguish memorization from reasoning?

Input Output
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Explanation as a Task
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- Following pedagogy, we can ask “but why though?”
- Requires knowledge and application of underlying mechanics

- Explanation as a task confers

1. Interpretability

2. Diagnosis + Debugging

3. Insight into understanding
- Especially important with poorly understood techniques such as CoT 
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WikiWhy contains over 9,000 "why" question-answer-rationale triples.
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WikiWhy
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Related Benchmarks
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WikiWhy presents detailed explanations across a variety of domains.
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Data Collection Pipeline
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1. Vanilla QA
- Susceptible to pattern matching

1. Explaining between Cause and Effect
- Reasoning Task: Requires Application
- In-Between the Lines: De-emphasizes Memorization
- Generation over Extraction: Reduces Artifact Exploitation
- Fixed Cause: Simplifies Evaluation

Task(s) Formulation and Benefits
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Explanation Topologies
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Automatic Evaluation Metric
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Results

Note: we use text-davinci-002 for all GPT-3 baselines
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Human Evaluation
ICLR 202313



Office/Department/Division 
Name

Better Metrics
- Phrasing Robustness
- Logical Validity
- Explanatory 

Completeness

Future Work

Models
- WT5
- Llama/Alpaca
- ChatGPT
- GPT-4

UCSB NLP Group

Prompting Techniques
- Self-Consistency
- Maieutic Prompting
- Subgoal Search
- Least-to-Most
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Thank You!
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Poster Session @ 4:30pm-6:30pm
- github.com/matt-seb-ho/WikiWhy
- arxiv.org/abs/2210.12152
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