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Problem
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➢ Existing text-to-image models can encounter challenges in effectively suppressing the generation 

of the negative target (e.g., “glasses” in “A man without glasses”)

We aim to manipulate the text embeddings and remove unwanted content. We find that [EOT] 

embeddings also contain content information

Failure cases of Stable Diffusion (SD) and DeepFloyd-IF

Additional failure cases



Analysis

3

➢ (a) The [EOT] embeddings contain significant information about the input prompt

➢ (b) The [EOT] embeddings have the low-rank property, and contain redundant semantic information

➢ (c) The various [EOT] embeddings are highly correlated

(a) Zeroing out “glasses” and [EOT] embeddings. (b) Performing low-rank technique. (c) Distance matrix between all text embeddings.
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Method (SWR)
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WNNM: SWR:

WNNM：Weighted nuclear norm minimization with application to image denoising

We introduce soft-weighted regularization (SWR) and inference-time text embedding  optimization (ITO) 
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We introduce soft-weighted regularization (SWR) and inference-time text embedding  optimization (ITO) 

➢ SWR regularizes the text embedding matrix and effectively suppresses the undesired content

negative target embedding matrix

SVD

SWR:WNNM:

WNNM：Weighted nuclear norm minimization with application to image denoising

(2)



We introduce soft-weighted regularization (SWR) and inference-time text embedding  optimization (ITO) 

➢ ITO aims to further suppress the unwanted content generation of the prompt, and encourages the 

generation of desired content
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Results
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Real image (Left) and generated image (Middle and Right) suppression results

We have the best performance (the last row), without further finetuning the model
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We achieve superior suppression results and higher CLIP Accuracy scores on the GQA-Inpaint dataset

Real image GT Inst-Inpaint Ours

The clock on the building

For real-image suppression,  we achieve the best score in both Clipscore and DetScore
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Additional results (Cracks removal results)
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Additional results (Rain removal for synthetic & real-world rainy image)
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Additional results (Generating subjects for generated image)
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SWR:



Additional results (Generating subjects for generated image)
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SWR:



Additional results (Generating subjects for generated image)
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SWR:



Additional results (Adding subjects for real image)
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SWR:



Additional results (Replacing subject in the real image with another)
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SWR:



Thanks！

Code: https://github.com/sen-mao/SuppressEOT

https://github.com/sen-mao/SuppressEOT

