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Introduction

Real world agents can get out of control and not fully cooperative!

Financial loss in stock market Life loss in autonomous driving

Hardware Error Software Error Unknown Error Adversarial Attack

Cooperative Multi-Agent Reinforcement Learning Algorithms

How to design robust c-MARL algorithms against these uncertainties?



Introduction

Contributions

◼How to design robust c-MARL algorithms?

◼Problem formulation

◼Optimal equilibrium concept

◼Practical algorithm

• We theoretically formulate Byzantine adversaries in c-MARL as a 

BARDec-POMDP, and concurrently pursues robustness and cooperation by 

targeting an ex interim equilibrium.

• To achieve this equilibrium, we devise an actor-critic algorithm that ensures 

almost sure convergence under certain conditions.

• Our method exhibits greater resilience against a broad spectrum of 

adversaries on three c-MARL environments.



Problem Formulation

• How to model this problem?

• Formulation： Bayesian Adversarial Robust Dec-POMDP

• Θ ∈ {0,1}：type space

• 𝜃𝑖 = 0: agent is cooperative

• 𝜃𝑖 = 1: agent is adversary

• 𝒫𝛼：characterize attack process

Framework for our Defense

• Model uncertainty of attacker as type in Bayesian game

Methods



Optimal Solution: ex interim robust Markov perfect Bayesian equilibrium (RMPBE)

• Consistency: at each timestep, each agent update belief using Bayes’ rule

• Sequential Rationality: each policy maximizes value function under current belief

Our Solution: ex interim RMPBE

Previous Solution: ex ante RMPBE

ex interim RMPBE: 

ex ante RMPBE: 

• Cannot balance equilibrium between robustness and cooperation

Methods



Methods

Algorithms

• Value function update: Robust Harsanyi-Bellman equation

Q function updated by Robust Harsanyi-Bellman equation converge to optimal value

• Policy Gradient Theorem: Update robust agent and adversary 

Provable convergence under two-timescale update

• How to achieve this ex interim RMPBE?



Experiments

◼Is our EIR-MAPPO algorithm more robust?

We achieve higher robustness under worst-case adversary, without harming cooperation

We learn intricate micromanagement skills under attack, including kiting and focus fire in SMAC



Experiments

◼Is EIR-MAPPO robust under various attack scenarios?

EIR-MAPPO is robust against 11 unseen attacks, including non-oblivious 

adversaries, random allies, observation-based attacks, and transfer-based attacks.



Thanks For Your Interest!
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