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Motivation

Large language models (LLMs) show powerful zero-shot and few-shot generalization 
and solve various language tasks well.

How to use vision foundation models (VFMs) to perform various perception tasks in a
training-free way?

This work aims to find a new visual research paradigm: investigating the utilization
of VFMs for effectively addressing a wide range of perception tasks, e.g., semantic
segmentation, part segmentation, and video object segmentation, without training.
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Correspondence Matrix Extraction

Given inputs 𝐱!and 𝐱" , the image encoder outputs patch-level features 𝐳! , 𝐳" ∈ ℝ#×%×& . We define the
correspondence matrix 𝐒 ∈ ℝ#%×#% as follows:
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The above formulation can be denoted as 𝐒 = sim 𝐳! , 𝐳" .



Prompts Generation
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Step 1. forward matching
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Step 2. reverse matching

$! = #(" ∈ !&→|#!" in )!

Step 3. mask filtering

Cluster !𝑃 based on locations into K clusters !𝑃!. Three types of subsets are sampled as prompts:
• Part-level prompts are sampled within each cluster 𝑃" ⊂ !𝑃!.
• Instance-level prompts are sampled within all matched points 𝑃" ⊂ !𝑃.
• Global prompts are sampled within the set of cluster centers 𝑃# ⊂ C to encourage coverage, where

𝐶 = {𝑐$, 𝑐%, … , 𝑐!} are the cluster centers.
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Controllable Masks Generation 

Three effective metrics to select high-quality masks :

• emd: structural distance between dense semantic features inside the masks to determine mask relevance.

• 𝑝𝑢𝑟𝑖𝑡𝑦 = &'( )*!"
+,-. (" : higher degree of 𝑝𝑢𝑟𝑖𝑡𝑦 promotes the selection of part-level masks.

• 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 = &'( )*!"
&'( )* : higher degree of 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 promotes the selection of instance-level masks.

The false-positive mask fragments can be filtered by:

𝑠𝑐𝑜𝑟𝑒 = 𝛼 · (1 − 𝑒𝑚𝑑) + 𝛽 · 𝑝𝑢𝑟𝑖𝑡𝑦 · 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒/
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One-Shot Semantic Segmentation



One-Shot Object Part Segmentation



Thanks for listening.


