
Image Background Serves as Good Proxy for
Out-of-distribution Data

Sen Pei

ByteDance Inc.



Outline

1. Background of Out-of-distribution detection

2. Motivation

3. The Detailed Methods

4. Evaluation Results and Visualization



Background of Out-of-distribution detection

Definition:

Out-of-distribution (OOD) data indicates the samples which are not 

included in the training images, i.e., both the category and domain are 

different from the training dataset.

Left:

These images come from several different 

datasets, such as SUN, iNaturalist. Places, and 

Textures. They are treated as OOD data in 

ImageNet classification task.



Background of Out-of-distribution detection

Situation:

Conventional neural networks fail to distinguish the ID and OOD data. The following 

figure demonstrates the embedding space of ResNet-50 (trained on ImageNet).

Left:

Green: The feature of images sampled from ImageNet (ID).

Red: The feature of images sampled from iNaturalist (OOD).

The conventional classification models confuse the ID and 

OOD features.



Motivation

DS evidence theory:

We omit the detailed derivation of our methodology, and present our conclusion directly 

in this part. Concretely, robust classification can be treated as conventional classification 

and OOD detection. 



Motivation

Locality:

Conventional neural networks can split the input images as object patches and 

background patches implicitly. We employ these background patches as proxy for OOD 

data. With these supervision, we train an auxiliary ID/OOD classifier.



The detailed method

SSOD:

Self-supervised sampling for out-of-distribution detection. The image patches identified 

as objects are treated as ID samples, while that identified as backgrounds are treated as 

OOD samples. These ID and OOD proxy provide supervision for training the OOD head.



Evaluation Results and Visualization

Results on ImageNet: SSOD achieves competitive OOD detection performance on ImageNet.



Evaluation Results and Visualization

Results on CIFAR-10: SSOD achieves competitive OOD detection performance on CIFAR-10.



Evaluation Results and Visualization

Results on Hard-OOD-Dataset



Evaluation Results and Visualization

Results on Hard-OOD-Dataset



Evaluation Results and Visualization

Visualization

Left: conventional neural networks confuses ID (ImageNet) and OOD (iNaturalist) images.

Right: SSOD can better distinguish the ID (ImageNet) and OOD (iNaturalist) images.



Evaluation Results and Visualization

Visualization

The synthetic ID and OOD features serve as good proxy for real data. In the following 

figure, the gray/blue points are authentic OOD/ID images, while the red/green points are 

synthetic OOD/ID data generated by our proposed SSOD.


