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The Role of Teacher in Knowledge Distillation 

 In knowledge distillation (KD), the role of teacher model is to provide an estimate 
of Bayes conditional probability distribution (BCPD) to the student [1]. 

 In conventional KD, the BCPD estimate is obtained by training the teacher using 
maximum loglikelihood (MLL) method. 

 How can we train the teacher for the purpose of providing a better BCPD estimate 
to the student?
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Prototype and Contextual Information
 In a multi-class classification task, each of the “ground truth labels” 

is a distinct prototype.

 The images with the same label are different manifestations of a 
common prototype, each with its own context.

 For instance, the prototype for these two images is “dog”, but the 
top and bottom one has some information about urban area and 
grass, respectively. 

 As such, each training/testing image contains two types of 
information: (i) its prototype; and (ii) some contextual information 
.

 Therefore, to provide an estimate of BCPD, the teacher should be 
capable of providing good amount of information about both of 
these types of information for the input images.
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Our Approach to Estimate BCPD
 A teacher trained using MLL solely aims at estimating the prototypes.

 But how can we quantify the contextual information?

 We argue that contextual information resides in conditional mutual information

𝐼 𝑋, 𝑌 𝑌 = 𝐸 |  𝐾𝐿 𝑃 ;  𝑃 | 𝑌 = 𝑦

 To balance the prototype and the contextual information, we train the teacher to simultaneously maximize (i) the 
log-likelihood (LL) of the prototype, and (ii) its CMI value:

max 𝐿𝐿 𝑓 + 𝐼 𝑋, 𝑌 𝑌

 We call this new estimator as maximum CMI (MCMI) estimator.
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Visualization of contextual 
information extracted by MCMI 
teachers.
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We use Eigen-CAM to visualize and compare the 
feature maps extracted by the MLL  teacher and MCMI 
teacher. 

As showed in the left figure, the MLL teacher always 
highlight the dog’s head. However, for MCMI teacher, 
the activation maps as a whole capture more 
contexture information (dogs’ legs, and other 
surrounding information).

MLL MCMI
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TOP-1 ACCURACY ON CIFAR-100



Top-1 accuracy on Cifar-100
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TOP-1/5 ACCURACY ON IMAGENET
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The teacher model is trained on the 
entire dataset, but the samples for 
some classes are completely omitted 
for the student during distillation.

The dropped classes are highlighted 
in red. As seen, student’s accuracies 
of dropped classes are always zero 
when learned from MLL teacher. 
While these accuracies substantially 
increased by as much as 84%. 

ZERO-SHOT CLASSIFICATION IN KD
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In few shot classification, the models are provided with an  α% 
percent of instance in each class. We conducted experiments for 
different values of α, namely {5, 10, 15, 25, 35, 50, 70}, the 
improvement in student’s accuracy is notable by replacing MLL 
teacher by MCMI teacher, particularly more pronounced for small α
values.

FEW-SHOT CLASSIFICATION IN KD
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