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We introduce a new method for generating temporally consistent human animation by diffusion model.
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Our method generates temporally consistent animations from sources such as single image, person specific single video, and noise, using 2D pose guidance.
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Conventionally, unidirectional temporal methods have been used to create temporally consistent videos, which generate the next frame by referencing the previous one. However, such methods have a high dependence on the appearance of the previous frame and are prone to overfitting. Therefore, the generation of unseen poses and appearances is unstable, and texture drifting and artifacts occur. The same results are seen when training our proposed model in a unidirectional way. Instead of the unidirectional approach, we propose a bidirectional temporal diffusion model. Our bidirectional temporal diffusion model denoises both the current and previous frames simultaneously and learns by conditioning each denoising step mutually. Through this method, we can not only reduce dependence on the previous frame and prevent overfitting, but also strengthen temporal consistency to create stable and more realistic animations.
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Conventionally, unidirectional temporal methods have been used to create temporally consistent videos, which generate the next frame by referencing the previous one. However, such methods have a high dependence on the appearance of the previous frame and are prone to overfitting. Therefore, the generation of unseen poses and appearances is unstable, and texture drifting and artifacts occur. The same results are seen when training our proposed model in a unidirectional way. Instead of the unidirectional approach, we propose a bidirectional temporal diffusion model. Our bidirectional temporal diffusion model denoises both the current and previous frames simultaneously and learns by conditioning each denoising step mutually. Through this method, we can not only reduce dependence on the previous frame and prevent overfitting, but also strengthen temporal consistency to create stable and more realistic animations.
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Conventionally, unidirectional temporal methods have been used to create temporally consistent videos, which generate the next frame by referencing the previous one. However, such methods have a high dependence on the appearance of the previous frame and are prone to overfitting. Therefore, the generation of unseen poses and appearances is unstable, and texture drifting and artifacts occur. The same results are seen when training our proposed model in a unidirectional way. Instead of the unidirectional approach, we propose a bidirectional temporal diffusion model. Our bidirectional temporal diffusion model denoises both the current and previous frames simultaneously and learns by conditioning each denoising step mutually. Through this method, we can not only reduce dependence on the previous frame and prevent overfitting, but also strengthen temporal consistency to create stable and more realistic animations.



Overview: Bidirectional Temporal U-Net (BTU-Net)

𝐸𝐸𝑎𝑎𝑐𝑐𝐸𝐸𝑝𝑝𝑠𝑠𝑡𝑡−1, 𝑠𝑠𝑡𝑡

𝑦𝑦𝑡𝑡−1𝑘𝑘 ,𝑦𝑦𝑡𝑡𝑘𝑘

𝑞𝑞

𝑘𝑘

𝑣𝑣

M
ul

ti-
he

ad
 A

tte
nt

io
n

𝑞𝑞 𝑘𝑘 𝑣𝑣

𝑞𝑞 𝑘𝑘 𝑣𝑣

M
ul

ti-
he

ad
 A

tte
nt

io
n

Appearance Spatiotemporal

Bidirectional Attention Block

𝑑𝑑𝑓𝑓,𝑑𝑑𝑏𝑏

𝑓𝑓𝜃𝜃(⋅) : Prediction

: Weight sharing

𝜆𝜆 : Noise ratio

: Direction condition

𝑓𝑓𝜃𝜃(𝑦𝑦𝑡𝑡−1𝑘𝑘 ,𝑦𝑦𝑡𝑡𝑘𝑘 , 𝑠𝑠𝑡𝑡−1)
𝑓𝑓𝜃𝜃(𝑦𝑦𝑡𝑡𝑘𝑘,𝑦𝑦𝑡𝑡−1𝑘𝑘 , 𝑠𝑠𝑡𝑡)

𝜆𝜆,𝑑𝑑𝑓𝑓,𝑑𝑑𝑏𝑏

발표자
프레젠테이션 노트
We have constructed a new architecture based on U-Net to train our bidirectional temporal diffusion model. This model takes as input the noise corresponding to the time axis t and t-1, the corresponding 2D pose guide, and the appearance image of the person to be created. The pose is encoded by a weight-shared encoder, and the appearance is encoded by another encoder. In addition, conditioning parameters for the denoising step and temporal direction are positionally encoded. The input noise, encoded pose, appearance, and conditioning parameters then enter a pair of weight-shared Unets. They go through bidirectional attention blocks located at a multi-scale level in the middle of the network, iteratively denoising to generate clean images. The bidirectional attention block is that performs cross attention between the appearance and the features corresponding to t and t-1. We trained our bidirectional temporal diffusion model through this network architecture.
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We have constructed a new architecture based on U-Net to train our bidirectional temporal diffusion model. This model takes as input the noise corresponding to the time axis t and t-1, the corresponding 2D pose guide, and the appearance image of the person to be created. The pose is encoded by a weight-shared encoder, and the appearance is encoded by another encoder. In addition, conditioning parameters for the denoising step and temporal direction are positionally encoded. The input noise, encoded pose, appearance, and conditioning parameters then enter a pair of weight-shared Unets. They go through bidirectional attention blocks located at a multi-scale level in the middle of the network, iteratively denoising to generate clean images. The bidirectional attention block is that performs cross attention between the appearance and the features corresponding to t and t-1. We trained our bidirectional temporal diffusion model through this network architecture.
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We have constructed a new architecture based on U-Net to train our bidirectional temporal diffusion model. This model takes as input the noise corresponding to the time axis t and t-1, the corresponding 2D pose guide, and the appearance image of the person to be created. The pose is encoded by a weight-shared encoder, and the appearance is encoded by another encoder. In addition, conditioning parameters for the denoising step and temporal direction are positionally encoded. The input noise, encoded pose, appearance, and conditioning parameters then enter a pair of weight-shared Unets. They go through bidirectional attention blocks located at a multi-scale level in the middle of the network, iteratively denoising to generate clean images. The bidirectional attention block is that performs cross attention between the appearance and the features corresponding to t and t-1. We trained our bidirectional temporal diffusion model through this network architecture.



Experiment results

Quantitative results of single image animation (image-to-animation).

Quantitative results of person specific animation (video-to-animation).

발표자
프레젠테이션 노트
Here are the comparison results for our method and the state-of-the-art (SOTA) methods for the single image animation task. Compared to our method, we can observe that the MRAA and TPSMM methods cause significant context drifting and artifacts in fine details and rotational movements. Not only do they fail to maintain the characteristics of clothing, but they also present results consistent with the shape of the driven video and struggle to properly distinguish between front and back views. On the contrary, our method not only maintains the context of the source image but also provides much more stable and realistic results in motion.



Comparison: Single Image Animation (Image-to-Animation)
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Additionally, here are the results using the graphic simulated data we generated. This data has much faster and more dynamic movements compared to the data shown previously. MRAA and TPSMM both fail to preserve fine details, particularly with MRAA demonstrating many artifacts. Furthermore, they do not depict self-occlusions well, as can be seen with the disappearance of arms. In contrast, our method is significantly similar to the source image and exhibits fewer context misses due to self-occlusion.















Comparison: Person Specific Animation (Video-to-animation)
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Our method results in more realistic movements according to motion, with no missing parts. Additionally, it synthesizes the background naturally.�Stop: some texture drift, missing part
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Unidirectional

Ablation Study: Bidirectional vs Unidirectional

BidirectionalSource Image

Quantitative results of bidirectional vs unidirectional approaches.

발표자
프레젠테이션 노트
Moreover, we compare the results of testing BTUnet trained with unidirectional and bidirectional methods. The unidirectional method shows ambiguous appearance for inaccurate texture motion and rotation with respect to unseen appearances and motions, while the bidirectional method proves to be much more robust.



Unconditional Generation (Noise-to-Animation)
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Furthermore, our model able to generate animations from unconditional scenario.
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And more results
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