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Rethinking Rate Information Gradient in SNNs

• Rate information in SNNs mainly refers to an approximate linear transformation 
relationship, similar to ANNs, between the average firing rate of adjacent layers.

• The same average input current corresponds to multiple different average firing rates

• Consider adversarial attacks similar to ANN gradient calculation mode
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Impact factors about the retention degree of temporal information in SNNs
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1. Leakage degree of membrane potential

2. Time-steps

3. Input data types: static, neuromorphic

Measure the difference degree in spike firing 

sequences under the same average input current



Hybrid adversarial attack based on both rate and temporal information
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Rate attribute: By pruning and merging gradients, we have:

Pre-calculation property：calculate σ𝑡=1
𝑇 𝜕𝑠𝑡

𝑙

𝜕𝑚𝑡
𝑙 in advance to 

reduce the overhead of back-propagation from O(T) to O(1)



Hybrid adversarial attack based on both rate and temporal information
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Temporal attribute: dynamically regulate the surrogate 

gradient curve through 𝛾
Empirical principles for selecting 𝛾：
1. a smaller 𝛾 corresponds to a gradient with more 

temporal attributes

2. ASR-𝛾 curve approximately follows an unimodal 

distribution



Experiments: white-box attack
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Experiments: black-box attack
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Experiments: time-steps & perturbation degrees
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Discussion & Conclusion

• We revisit the gradient calculation mode based on average spike firing rate, 

and quantitatively analyzed the retention degree of temporal information in 

SNNs.

• We propose a hybrid attack framework based on two types of information 

and analyze its rate and temporal attributes. We point out that the pre-

calculation property of this framework and empirical rules for 

determining gamma can further reduce the computational overhead.

• Our method achieves state-of-the-art attack success rate (ASR) across 

various hyper-parameter settings for both static and neuromorphic datasets.
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Thanks for Listening!
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