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Model Framework

The core of Tag2Text lies in the introduction of image tagging supervised by the

annotation-free image tags parsed from its paired text.

Image Tagging: Training robust tagging model from large-scale image-text pairs.
Textual label queries based on CLIP text encoder empower open-set tagging.

Image Captioning: Tag2Text learns to generate text related to the image by
leveraging the automatically parsed tags,

resulting in comprehensive and

controllable texts with the guidance of recognized tags.
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https://github.com/xinyul205/recognize-anything

*Highlight*
We Introduce TagZ2text, a vision-language

model guided by image tagging:
» Powerful Image Tagging.
Comprehensive and Controllable Captioning.

BLIP: BLIP:
Image-Tag-Text A man riding a bike next to a train. A painting of a turtle and a jellyfish.
Tag2Text: Tag2Text:

Generation Decoder A man riding a bicycle next to a red

passenger train on the tracks.

A painting of a sea turtle swimming in
the ocean with fish and jellyfish.

Tag2Text (User Specified):
B Abrown turtle and yellow fish under

Tag2Text (User Specified}:
A commuter train is passing under

o . 3 . M electric cables. a blue sea watercolor.
Parse A cat laying in a suitcase R i S s
(Offline) next Yo a m A group of people standing on top of A dog standing next to a cat on a couch.
Toxt a lush green field. Tag2Text:
Tag2Text: . A woman sitting on a couch with a brown
: cat, lay, suitcase, =1 A group of young Peoplelplla\/mg a game dog standing next to her and an orange
Tag List | . of frisbee on a grassy field. cat laying on the couch.
pillow, dog, person, ... = = —
B Tag2Text (User Specified): o
lPrompt The girl in yellow is looking at the Tag2Text (User Specified):
frisbee player. A dog that is looking at the camera.
Embedding CLIP Text
(Offline) Encoder

Image Tagging vs. Object Detection

Prior works demonstrate the effectiveness of incorporating object tags into VL

models based on an off-the-shelf detector.

Since the detector restricts the model’s capacity and is time-consuming,
recent VL models normally avoid using a detector, resulting in poor utilization of

valuable tags.

We re-introduce tag guidance into detector-free VL models via image tagging
with a simple tagging head. The tagging head is supervised by annotation-free
Image tags parsed from its paired text. Our model achieves a superior tagging

ability and effectively enhances vision-language tasks.
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From Tag2Text to Recognize Anything

Model (RAM):
 More Powerful Image Tagging.

living room, dog, blanket, carpet, couch, desk, furniture, pillow, plant| Christmas market, Christmas tree, stall, market square, snow,
sit, wood floor, lamp | people, stroll, town, building
=

I Christmas market, Christmas tree, snow, town, people

| Missing: building

living room, dog, sit on, blanket, couch, plant, modern
Missing: lamp, carpet

living room, lamp, houseplant, cushion, throw pillow, picture frame | Christmas decoration, town square, market, snow, building

Method Object Image Bad: property, design, throw | Bad: human hair, human head, mixed-use
Detector Tagging Missing: dog, couch, carpet, blanket
No Manual X v
Annotation living room, dog, sit, couch hristmas market, winter, town, people
Enable X v Missing: lamp, blanket, carpet Missing: Christmas tree, snow, building
End-to-End
Tag . Objects, Scenes,
. Objects : ‘ - ) | o
Categories Attributes, Actions couch, picture frame lamp, houseplant, wood floor, flowerpot, carpet, Person, Building
Additional > 4M < 5M Tagging API Bad: event, property, television | Missing: Christmas tree, snow, market
Paramters Missing: living room, dog, blanket |
Rupnmg ~ 153ms ~40ms
Time
(b) Codes, demos

and models at

More Valuable Tags

« Our models offer more comprehensive and commonly used tags,
Including objects, scenes, attributes, and actions.

« Tag2Text recognizes 3,400+ fixed tags.

 RAM upgrades the number to 6,400+, and develop open-set capability.

Tagging Products Openlmages V6

Classification

Google

(19,982)  |mageNet
(6,792) 1.000)
Apple CIFAR100
(1,301) (100)
Microsoft X 1 COCO
(3,464) ~ / \ (80)
\ N AN
Top-10k frequent “ N/, \ NUS-WIDE
(10,000) (81)
/’ |
29) / / (80)
HICO Objects365
(117) (365)
LV'S ~ Openlmages V6
(1,212) - (603) .
DE20k vOC Detection
(150) COCO (20)
Segmentation
—— Openimages V6 —— Tag2Text == RAM-seen RAM

Zero-Shot Image Recognition

« Tag2Text showcases superior zero-shot image recognition capabilities,
surpassing other vision-language models with significantly larger training
dataset.

Methods Pre-train | Evaluation OPPO Openlmages COCO
#lmages | Paradigm F1 Precision Recall F1 Precision Recall FI Precision Recall

CLIP (Radford et al., 2021) 400M | Alignment 63.4  76.6 541 63.0 779 529 482 640 38.7
DiHT (Radenovic et al., 2023) | 438M | Alignment 66.8  75.3 60.0 663 77.0 65.3 489 514 46.7
BLIP (Li et al., 2022) 129M | Alignment 65.7  76.7 575 648 78.6 55.1 543 652 46.5
BLIP (Li et al., 2022) 129M | Captioning 58.6  79.1 46.6 |56.6 73.7 459 557 93.0 39.8
BLIP-2 (Li et al., 2023) 129M | Captioning 58.2  72.8 48.5 58.1 742 47.8 59.1 955 42.8
Tag2Text (Ours) 14M | Captioning 65.9 82.4 549 6277 76.7 53.0 62.7 932 47.2
Tag2Text (Ours) 4M Tagging (75.7 76.6 748 71.8  79.7 653 72.6 80.5 66.1
Tag2Text (Ours) 14M Tagging 78.6 77.9 794 727 80.1 66.6 71.5 80.1 64.5

« RAM further expands training image tags through an automatic data
engine (Parsing + Generating + Cleaning).

« RAM'’s zero-shot generalization to Openlmages-common is superior to
ML-Decoder’s full supervision.

Multi-label Classification Detection Segmentation
Methods Tags* Q0es 10es
g OPPO Openlmages Openlmages COCO-80 COCO-133 ADE20K ADE20k
-common -common -rare -clean

ML-Decoder [23] 33.9M 82.4% 85.8 79.5 72.87 X X X
MKT [8] 0.6M 78.2 77.8 63.5 62.9 51.0 37.1 38.4
Tag2Text-4M [10]  11.4M 83.0 82.9 X 78.3° 66.9° X X
Tag2Text-14M [10]  33.6M 85.4 83.4 X 78.2° 67.17 X X
RAM-4M 39.3M 85.6 86.0 66.7 79.0 68.3 51.5 53.2
RAM-14M 119.9M 86.9 86.5 69.2 80.6 69.4 554 56.9

Green means fully supervised learning; Blue means zero-shot performance.
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