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Introduction 

• We propose Consistency-guided Prompt learning (CoPrompt)

• A new fine-tuning method for vision-language models.

• Improves the generalization of large foundation models when fine-
tuned on downstream tasks in a few-shot setting. 



Background

• VL foundation models show excellent 
generalization on zero-shot task

• Exhibits strong downstream performance 
when fine-tuned in a few-shot setting

• Often comes at the cost of reduced 
generalization 

• Fine-tuning techniques in existing literature 
include linear tuning, full fine-tuning, prompt 
tuning, and adapter tuning.



Introduction 

• Enforce a consistency constraint in the 
prediction of the trainable and pre-trained 
models to prevent overfitting on the 
downstream task.

• This facilitates more effective adaptation to 
downstream tasks in a few-shot learning 
setting

• Also, improves the zero-shot performance



Method 

• Consistency constraint

• We use cosine distance as the 
consistency constraint between the 
embeddings of the pre-trained 
encoder and the learnable encoder. 
This constraint is applied on image and 
text branches. We can denote the 
consistency constraint as: 



Method 

• Input perturbation

• Given the template text ‘a photo of a 
[category]’, we use a pre-trained LLM to 
generate a more descriptive sentence as sk
=𝜙!"#(‘a photo of a[category]k’). 

• On the image branch, we use an 
augmentation module to generate 
perturbed image x′ = δ(x). 



Method 

• Adapters

• Adapters are trainable parameters that are 
added on top of the encoder to transform 
the embedding vector.

• Let ∅$ be the text adapter that takes a text 
embedding 𝑤% as input and transforms it 
as ∅$(𝑤%).



Experiments

Table 1: Comparison with state-of-the-art 
methods on base-to-novel generalization.



Experiments

Table 2: Performance of CoPrompt on cross-dataset evaluation and its comparison
to existing methods. Here, the model is trained on the ImageNet dataset and
evaluated on ten other datasets in a zero-shot setting.



Experiments

Table 3: Performance on domain generalization.



Experiments

Table 4: Analysis of different components of CoPrompt.



Experiments

Table 5: Ablation Study



Thank you 


