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Motivation

Existing approaches have not thoroughly investigated the profound influence of transformers on different 
MVS modules.

• Investigate tailored attention mechanisms for different MVS modules.
• Incorporating cross-view information into Pre-trained ViTs
• Enhancing Transformer’s Length Extrapolation Capability in MVS  

Feature Encoder Cost Volume

Mainstream Pipeline



Transformer in feature encoder, using pre-trained ViT prior for better feature representation

Related Work

Cao C, Ren X, Fu Y. Mvsformer: Multi-view stereo by learning robust image features and temperature-based depth[J]. TMLR, 2023.



Transformer in feature encoder, adding cross view information to aggregate features 

Ding Y, Yuan W, Zhu Q, et al. Transmvsnet: Global context-aware multi-view stereo network with transformers[C]//Proceedings of the IEEE/CVF 
Conference on Computer Vision and Pattern Recognition. 2022



Transformer in cost volume

Liao J, Ding Y, Shavit Y, et al. Wt-mvsnet: window-based transformers for multi-view stereo[J]. Advances in Neural Information Processing Systems, 2022, 



Comparsion between other transformer-based MVS methods



Overview of MVSFormer++. 
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(A)Feature extraction enhanced with 
SVA module, normalized 2D-PE, and 
Norm&ALS.

(B) Multi-scale cost volume formation 
and regularization, where CVT is 
strengthed by FPE and AAS resulting 
in solid depth estimation. 



Transformer for Feature Encoder 
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• Side View Attention (SVA)
1. Capture extensive global contextual 
information across different view

2. Independently trained without any 
gradients passing from frozen DINOv2

• Normalized 2D Positional Encoding (PE).
Linear normalizing maximum values of height and width position to (128,128)

• Normalization and Adaptive Layer Scaling (Norm&ALS) 
1. Normalize all the DINOv2 features 

2. Adaptively adjust the significance of features from unstable frozen DINOv2 layers. 



Transformer for Cost Volume Regularization

• Cost Volume Transformer (CVT)

Pure transformer based on vanilla attention ( FlashAttention ). DHW 
can be seen as the global sequence learned by transformer blocks.

• Frustoconical Positional Encoding (FPE) 

• Normalize the 3D position P ∈ ℝ!×#$% of 
the cost volume into the range 0, 1 !

• Separately apply 1D sinusoidal PE along 
the x, y, z dimensions，then concatenate 
three PE into FPE (3𝐶 × 𝐷𝐻𝑊) and
project to 𝐶 × 𝐷𝐻𝑊

Crucial for improving CVT’s depth estimation. 



Transformer for Cost Volume Regularization

• Adaptive Attention Scaling (AAS) 

Insight: Sequential lengths of cost volume of training and
testing image are largely different. 6k vs 30k

The attention score would be diluted when the sequence 
increases, making it challenging to correctly focus on 
related target values. 

we should keep the invariant entropy for the attention score :
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-

We formulate the attention as:

Attention 𝐐, 𝐊, 𝐕 = Softmax
𝜅log𝑛
𝑑 𝐐𝐊. 𝐕

We empirically set 𝜅 = -
*+, /#

, =𝑛 is the mean sequential length
during the multi-scale training.
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MVSFormer++ vs MVSFormer
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(a) Point cloud results between MVSFormer and MVSFormer++ on DTU and Tanks-and-Temples.

(b) Comparison on DTU
(Overall error↓)

(c) Comparison on Tanks-and-Temples
(F-score↑)



Experiments
DTU dataset

UniMVSNet TransMVSNet MVSFormerGeoMVSNet MVSFormer++ GroundTruth

Overall: 0.381Overall: 0.500Overall: 0.525 Overall: 0.493 Overall: 0.513



Tanks-and-Temples dataset

Experiments



Ablation Study

• linear attention outperforms other attention 
mechanisms, which naturally robust for high-
resolution images without attention dilution 

• Top-K and shifted window-based attention 
lacking global receptive field fail to achieve 
proper results 

Attention in Feature EncoderAttention in Cost Volume Regularization

• Linear attention suffers from terrible performance,
primarily relying on group-wise feature dot 
product and variance, which lacks informative 
representations 

• Capturing global contextual information in cost 
volume regularization is important. (Vanilla+AAS
vs Shifted Window attention )



Effect of Proposed Components based on other Baselines

CVT demonstrates substantial improvements for both CasMVSNet* and MVSFormer-P 


