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Overview

One reoccurring limitation with positional encod-
ings used in LLMs is the inability to generalize past
the context window seen during pre-training.
We present YaRN (Yet another RoPE extensioN
method), a compute-efficient method to extend the
context window of such models, requiring 10x less
tokens and 2.5x less training steps than previous
methods.
In addition, we demonstrate in the paper that
YaRN exhibits the capability to extrapolate be-
yond the limited context of a fine-tuning dataset.

RoPE Interpolation

Previous research aimed at increasing the context
size of models trained with Rotary Position Em-
bedding (RoPE) primarily focused on interpolat-
ing the RoPE embeddings.
Two of the most widely used methods for ex-
tending context size prior to this work are
Positional Interpolation (PI) [Chen et al., 2023]
[kaiokendev, 2023] and NTK-aware Interpo-
lation [bloc97, 2023] (Also known as ABF
[Rozière et al., 2023]).

This diagram summarizes the relationship between
different methods and how they evolve into YaRN.

This Work

NTK-by-parts Interpolation:
Unlike previous methods, we target and interpolate
each RoPE dimensions differently. Given a wave-
length λ which represents the number of tokens
required for a RoPE dimension to complete a full
rotation,
• If λ is much smaller than the pretrained context

size L, we do not interpolate;
• If λ is equal to or bigger than the pretrained

context size L, we want to only interpolate and
avoid any extrapolation;

• Dimensions in-between can have a bit of both,
similar to the "NTK-aware" interpolation.

YaRN:
In addition to the previous interpolation tech-
niques, we also observe that introducing a temper-
ature t on the logits before the attention softmax
improves perplexity over the extended context size
when t is set to the optimal value for a given model.
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Experiments

We broadly followed the training and evaluation
procedures as outlined in [Chen et al., 2023]. Us-
ing the LLaMA 7B model, we extended its context
size to 32k using different interpolation methods.
YaRN outperforms other methods given the same
training budget.
A more extensive ablation experiment can be found
in the paper, alongside results from extending
Llama 2 models to a context size of 128k.

Results

Figure 1: Training loss curves for the LLaMA 7B model extended to 32k context size using different interpolation techniques.
The graph on the right is zoomed in.

Figure 2: Sliding window perplexity and passkey retrieval accuracy at different prompt lengths after fine-tuning.
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