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• K-Means & RVQ-VAE teachers comparison.
• RVQ codebook ablation study.
• The CQT Musical Loss is effective.

3. Pre-training Experiments

1. Motivation
• Self-supervised learning is promising for training generalisable

models with large-scale data for many domains yet not for 
music. 

• We propose MERT, an open-source model incorporating 
acoustic and musical teacher models to provide pseudo labels 
in the masked language modelling.

• MERT is scaled from 95M to 330M parameters and achieve 
SOTA music understanding performances while remaining 
efficient (Fig. 1). 

• We explore an optimal combination of the teacher models, which 
outperforms conventional speech and audio approaches in terms of 
performance (Fig. 2). 

• The combination used for pre-training includes an acoustic teacher based 
on Residual Vector Quantization - Variational AutoEncoder (RVQ-VAE) and 
a musical teacher based on the Constant-Q Transform (CQT). 

• We also introduce an in-batch noise mixture augmentation to enhance the 
representation robustness.

• We explore various settings to overcome the instability in acoustic 
language model pre-training, which allows MERT to scale from 95M to 
330M parameters (see Fig. 3).

2. Methodology

4. Results
• As suggested by the average scores in Table 1, MERT-330M

outperforms the combination of the previous SOTAs and 
becomes new SOTA on 4 metrics, while the smaller MERT-
95Ms still have close performance. 

• Generally, MERT models perform well on tasks focusing on 
local-level musical information such as beat, pitch and local 
timbre such as singer information, and remain competitive on 
the rest of tasks such as music tagging, key detection, and 
genre classification, which require more global-level 
information.
• MERT series models achieve SOTA or comparable performance 

with only 1.9% (95M) and 6.6% (330M) parameters compared 
to the SOTA self-supervised baseline Jukebox-5B.
• Even with probing evaluation, most models could not be 

trained on sequence labelling tasks with affordable 
computational costs except for MERT-like architectures.

Table 1: Experimental Performances of MERT and Baselines on 14 Downstream Tasks.
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Figure 1: MERT for Multiple Downstream Tasks. We prove 
that it is possible to inference once to conduct multiple music 

downstream tasks with a single MERT model.

Figure 2: Illustration of the MERT Pre-training Framework.
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Figure 4: Performance Comparison with Baselines on 
MARBLE Benchmark.

MERT achieve overall SOTA 
with only probing results. 
We could further fine-tune 
MERT to achieve better 
performance.

Figure 3: The Gradient Norm and MLM Loss of Different Pre-
training Setting.   
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