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Motivation

Which learning method is preferred for offline reinforcement learning?

➔ Conservative Q-Learning (CQL)
➔ Behaviour Cloning (BC)
➔ Decision Transformers (DT)
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Environments

D4RL 
(Gym)

Robomimic
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01 How are agents affected by suboptimal data ?

a Sorting the trajectories based on returns to expose the best X% and worst X% of the data 
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Baseline Results
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Establishing Baseline Results

D4RL



12

Establishing Baseline Results

D4RL

Robomimic 
(Machine Generated)



How are agents affected by suboptimal data ?
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01 How does the amount and quality of data affect each agent's performance?
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01 How does the amount and quality of data affect each agent's performance?
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02   How are agents affected when trajectory lengths in the dataset increase?
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03   How are agents affected when random data is added to the dataset?



How are agents affected by the complexity of the task ?
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How are agents affected by the complexity of the task ?
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How are agents affected by the complexity of the task ?



How are agents behave in stochastic environments ?
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Conclusion


