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Machine Learning as a Service (MLaa$S)

o Yog 7
Seve ral M L developments have write a paper for iclr conference

emerged with extensive applications. ® cratce

Title: Leveraging Deep Reinforcement Learning for Adaptive Curriculum Generation in Education

Abstract:
Deep Reinforcement Learning (DRL) has shown remarkable success in various domains, including

AI CO m pa n i es expose th e i r M L assets gaming, robotics, and recommendation systems. In this paper, we explore the potential of

applying DRL techniques to the domain of education, specifically focusing on adaptive curriculum
(O r m Od e I S) -I.'O r exte rn a I access generation. Traditional educational systems often follow a one-size-fits-all approach, where the
same curriculum is delivered to all students regardless of their individual learning pace,

preferences, and abilities. However, this approach may not be optimal for maximizing student

enaaaement and learnina outcomes.

and users can query these ML
models for Al needs!
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Adversarial attacks
Deep neural networks (DNNs) are f ( @ StOp
vulnerable to imperceptible noise.
f @

Stop Max Speed

Attackers can employ adversarial attack
to change the prediction of the model by
slightly perturbing the input.

This raises a serious threat in MLaaS.

ICLR 2024 MAIL Research 3
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Adversarial attacks with more constraints

VL(f@)

Black-box attacks find adversarial V T, o L(f(z+u))—L{f(x)) "

~~

samples by iteratively querying the model. ]2

White-box attacks require access to the
weight of the model to compute gradient.

This is threatening to any ML service.

Input x | — | APl |— | Outputy
nput x| —[API
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Existing defensive methods

Adversarial Training

min F'|max L(f(z + 0), y)
0 |16]]<e

e Computationally expensive
e Clean-accuracy significantly degrades

Randomized Smoothing
g(z) = argmax, P[f(z +€) = ¢], e ~ N(0,5°I)

e Learn the noise (aka, access to training phase)
e Ensembling during inference (aka, high inference cost)

Users don’t want to sacrifice better performance and low cost of unprotected models

ICLR 2024 MAIL Research 5
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Deceiving the attacker

Random noise defense: Slightly L(f(z+u)) = L(f(x)) # L(f(z+u)— L(f(z))
adjusting the model output (with trivial
impact on its accuracy) can lead the
attacker in the wrong direction.

Correct update/,

®,

Why Random noise defense: 0
Perturbed update

It is plug-and-play
It is lightweight
It doesn’t require training

M

QO
NV
It allows control of \éé ,::,/
robustness-accuracy trade-off //w.r//‘.rf.rf.& JE—
N7

Nassee

But where should we insert noise? )
ICLR 2024 MAIL Research 6
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Adding noise to input or internal features?

- h

Adding a vector u to input has similar effect to
adding V¢ - u to the output of g.

- 9

i\
0

N\
Theorem 1. Assuming the proposed random vector u is sampled from a Gaussian N (0, puI), the \é‘@"‘%‘"é"
model is decomposed into f = g o h, and the defense adds a random noise § ~ N(0,vI) to »}é;‘}éj‘;b«
the output of h. At input x, the probability that the attacker chooses an opposite action positively U PN )
correlates with
o\|—0.5
aretan [ — [ 2NVh@ (Lo 93
| V(Lo I o
||vh () I.L'O."/,-'“‘j

e \nu is noise added by
the defender

e \mu is perturbation
radius of the attack

Depends on the Higher |V (Lof)]5
property of the modell = Higher chance to fool the attack

ICLR 2024 MAIL Research
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Robustness of Randomizing a Layer

Block 1 Block 2 Block 3 Block 4 Block 5

e Higher ratios for input closer to decision m A O(S éﬂs />[\

bou ndary (blue) 0.35 0.40 0.4 0.6 0 0.15 0.20 0.25 0.2 0.4 0.25 0.50
Ratio Ratio Ratio

Ratio Ratio

nsi

Block 6 Block 7 Block 8 . Block 9 Block 10
10 8 6 3
L s 3
> the probability that our defense fools the 3
. _ g+ g, 8. 8, g
adversa r'y I ncreases d u rl ng the attaCk' ; 0.25 0.50 ’ 0.25 0.50 2 0.25 0.50 0.75 ° 0.5 1.0 £ 0 1
Ratio Ratio Ratio Ratio Ratio
Block 11 Block 12 Block 13 Block 14 Block 15
2.0 2.0
*E;; giz gl's €1,5 %,1.5
2 15 2.0 2 1.0 g 10 g Lo
fa) 11)2 S Qos Qg5 Bos
0.0 g 3 0.0 - 5 0.0 5 0.0 T 5 0.0 : >
Ratio Ratio Ratio Ratio Ratio
—_—raw — NOoisy

The gradient-norm ratio of test input (red) &
input close to decision boundary (blue) at
different randomized layers
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Robustness against Query-based Attacks

Randomized noise scale is selected at 1% or
2% accuracy decrease (using a small test set)

Randomizing the features shows better
robustness than randomizing the input

ICLR 2024

across different models
(including CNNs and ViTs)
against various attacks

(gradient-based and random search)

similar robustness are observed
on other datasets (e.g., CIFAR10)

MAIL Research

Randomly ; Randomly
Approximate
search for the aradient search for
perturbation 9 perturbation
Model =~ Method Acc Square NES SignHunt
1000 10000 1000 10000 1000 10000
Base  80.37 35 02 362 43 66 04
ResNet30 & 79.18 (= 1%) 40.3 39.5 63.8 239 47.6 454
PUL 7846 (=~ 2%) 41.1 398 69.4 415 493 47.2
Feature 79-70 (= 1%) 37.0 360 567 16.8 463 434
7843 (~ 2%) 420 415 656 40.6 513 49.3
Base 74.21 0.1 00 196 00 04 0.0
VGGI9 . T34 (=1%) 77 69 321 15 183 170
P 7143 (=~ 2%) 187 17.8 474 115 283 27.1
Feature 12-66 (% 1%) 22.4 21.6 50.1 18.5 34.6 329
71.21 (~ 2%) 233 22.2 55.1 284 365 328
Base  82.00 64 00 467 08 223 00
el put 8010 (= 1%) 67.7 672 758 659 644 636
79.60 (~ 2%) 66.6 66.0 75.7 671.1 649 64.3
Feature 50-80 (= 1%) 69.7 69.1 750 59.1 66.4 64.1
79.76 (=~ 2%) 69.3 69.0 75.1 653 66 64.3
Base  79.15 57 00 457 73 51 00
VT o 7828(~ 1%) 588 581 708 514 531 522
PUL 7700 (~ 2%) 613 609 706 592 537 527
Feature 7820 (= 1%) 60.6 60.2 69.1 47.5 54.0 52.9
77.18 (= 2%) 63.7 629 722 58.1 57.0 553

Robustness on Imagenet
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Robustness against Decision-based and Adaptive Attacks

Against adaptive attacks (search direction is averaged over M queries )

Against decision-based

attacks (that use hard labels)

Model  Method Acc  RayS SignFlip
Base 97.66 0.1 205
LNets) AAA  97.70 0.1 204
ResNeO0 pmut 9352 120 855
Feature 92.10 144 825
Base 9628 0.0 6.4
vVGG19 AAA 9630 0.1 57
7 Input 9342 8.1 86.0
Feature 93.48 154 76.5

Randomizing the features achieves comparable
robustness against decision-based attacks

While robustness
decreases as M increases

VGG19 -sNet50
Attacks  Methods ) FReRiot
Acc M =1 M=5 M =10 Ace M =1 M=5 M = 10
QC=1000 QC=1000 QC=5000 QC=1000 QC=10000 QC=1000 QC=1000 QC=5000 QC=1000 Q=100 randomized feature

Square InPut 9492 306 242 105 302 32 9532 529 420 348 350 13.3 . .
4 Feature 9493 610 530 455 467 231 9521 545 451 404 373 211 defense still achieve

« Input 9492 895 934 821 944 788 9532 924 940 913 939 90.7 .
NES  Feawre 9493 922 948 884 945 860 9521 ol8 938 908 o940 04 Strong robustness against
Input 9492 227 159 104 233 76 9532 299 176 135 211 9.4 i
SignHunt powure 9493 432 271 230 317 170 9521 351 17.3 164 215 ns some adaptive attacks

ICLR 2024

MAIL Research
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Conclusion

e \We propose a randomized feature defense for black-box adversarial attacks.
e \We provide theoretical and empirical analysis for the effect of adding noise.
e QOur defense

o is plug-and-play

o is lightweight

o does not require training

o allows control of robustness-accuracy trade-off

e This defense can be combined w. other defenses for even better robustness
(discussion in the paper, along with several other experiments)

ICLR 2024 MAIL Research 11
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THANK YOU!

Code:
Contact:
Lab:

ICLR 2024

https://github.com/mail-research/randomized_defenses/
quanghngnguyen@gmail.com / khoadoan106@gmail.com
https.//khoadoan.me
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Robustness against Decision-based and Adaptive Attacks

Our defense is effective against decision-based and adaptive attacks

Table 7: Defenses against adaptive attacks on CIFAR10

Table 5:  Robustness against
decision-based attacks (CIFAR10) VGGI19 ResNetS0
Attacks Methods
e P e — e —
Model Method Acc  RayS SignFlip Acc M =1 M=5 M =10 Acc M =1 M =5 M =10
Base 9766 01 205 QC=1000 QC=1000 QC=5000 QC=1000 QC=10000 QC=1000 QC=1000 QC=5000 QC=1000 QC=10000
ResNets0 AAA 9770 0.1 204 . Input 9492 30.6 242 10.5 30.2 32 9532 529 42.0 34.8 35.0 13.3
Input  93.52 12.0 855 Square  poare 9493  61.0 53.0 455 46.7 231 9521 545 45.1 404 373 21.1
Feature 92.10 144 825 - -
NES Input 9492 895 934 82.1 94.4 788 9532 924 94.0 913 93.9 90.7
Base 9628 00 64 > Feature 94.93 922 94.8 88.4 94.5 86.0 9521 918 93.8 90.8 94.0) 90.4
VGG19 AAA 96.30 0.1 57
Input 9342 8.1  86.0 SionHunt IDPUL 9492 227 15.9 10.4 233 76 9532 299 17.6 13.5 21.1 94
Feature 93.48 154 76.5 S18 Feature 94.93 432 27.1 23.0 31.7 170 9521 35.1 17.3 16.4 215 11.3
ICLR 2024 MAIL Research 14
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Performing the attack

White-box attacks require access to the
weight of the model to compute gradient.

They cannot attack a system where only
the output is available

ICLR 2024 MAIL Research
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Existing defensive methods

Adversarial training: Train the model with adversarial examples.

Randomized smoothing: Inject noise to the model and ensemble several predictions.

Random noise defense: Inject small noise to the input to mislead the attack.

Adversarial Attack on Attackers (AAA): Optimize output to fool score-based attacks.

Problems?

e Computationally expensive.
e Might decrease the performance on normal data.
e AAA does not work against decision-based attacks.

ICLR 2024 MAIL Research
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Robustness of Randomizing a Layer

- Block 1 Block 2 Block 3 2 Block 4 Block 5
Robustness is higher at input closer to decision g ‘m iy A 0 %S i f’Q& i /y\
boundary (h : : " : :
0.35 Ragi.go 0.4 Rafio 0.6 0.15 %;?ié).ZS 0.2 o 0.4 0.;5;“0 0.50

Block 6 Block 7 Block 8 . Block 9 Block 10
The ratio of gradient norms is higher when the g / %\ g /)(\ g, /)(\ g / ><\ &, /><\
input is closer to the decision boundary. "o wwm " amoow o omomon  Cer 10 ‘o 3

Block 11 Block 12 Block 13 5 Block 14 55 Block 15
The probability that our defense fools the adversary £:: /)(\ A i /;:\ 5 /;;5 5 N:S
increases during the attack process. ) noldld Bl gl — L]l -

Ratio Ratio Ratio Ratio Ratio

—_—raw — oISy

The gradient-norm ratio of test input (red) &
input close to decision boundary(blue) at
different randomized layers

Adding noise to hidden features is better in terms of
defending.
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