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Introduction & Background

• Image Denoising

• CNN-based networks
• DnCNN, RNAN, RDN, DRUNet ……

• Transformer-based networks
• SwinIR, IPT, Uformer, Restormer ……

Synthetic Image Denoising Real-world Image Denoising



Efficient Self-attention Mechanism

• Spatial-wise Window-based Self-attention
• Representative work — Swin Transformer

• Channel-wise Cross-covariance Self-attention
• Representative work — XCiT

• Spatial-wise Window-based Self-attention
• Tokens are defined in spatial dimension.

• Fine-grained interactions across local patches.

• Channel-wise Cross-covariance Self-attention
• Tokens are defined in channel dimension

• Direct interactions across global context patches.

Analyses



Efficient Self-attention Mechanism

• Spatial-wise Transformer Block
—capture patch-level information

• Channel-wise Transformer Block
—capture channel-level information

How to adopt them together?Gaps exist between these two types of

representation learning.



Proposed Method - Xformer

• We propose a concurrent structure network for image denoising.

• The Bidirectional Connection Unit (BCU) bridges the two branches.
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Spatial-wise Branch

• W-MSA: window-based multi-head self-attention
• Q,K,V generated by three linear layers

• FFN:  basic multi-layer perception (MLP) 

Channel-wise Branch

• C-MSA: channel-wise multi-head self-attention
• Q,K,V generated by 3×3 depth-wise convolution following 1×1 Conv

• FFN: gating mechanism with depth-wise convolutions[1]

[1] Syed Waqas Zamir, Aditya Arora, Salman H. Khan, Munawar Hayat, Fahad Shahbaz Khan, and Ming-Hsuan Yang. Restormer: Efficient transformer for high-resolution image restoration. In CVPR, 2022.



Ablation Study

Conclusion: The joint usage of STB and CTB is 

necessary.

Conclusion: The direct connection of dual branches brings limited 

performance. Equipped with BCU, the performance is greatly enhanced. 

Therefore, the effective information is very important.

Conclusion: The shift operation can bring 

performance improvement.

Conclusion: The BCU bridges the network in a interactive 

manner and greatly enhances the performance.



Experiment
• Gaussian Image Denoising



Experiment

• Real Image Denoising

• Visual Comparison



Contributions

(1) We propose Xformer, an X-Shaped Transformer with hybrid 

implementation of spatial-wise and channel-wise Transformer blocks, 

thereby exploiting the stronger global representation of tokens. 

(2) We propose the Bidirectional Connection Unit (BCU) that is able to 

effectively couple the learned representations from two branches of 

Xformer. This simple design significantly enhances the global information 

modeling of our method.

(3) We employ Xformer to train an efficient and effective Transformer-

based network for image denoising. We conduct extensive experiments 

on the synthetic and real-world denoising tasks. Our method achieves 

state-of-the-art performance. 



Thanks!
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