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• Still equal or better at 30B scale
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Thanks!

Paper: https://arxiv.org/abs/2307.12950

Code: https://github.com/facebookresearch/rlcd

https://arxiv.org/abs/2307.12950
https://github.com/facebookresearch/rlcd

