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Scientific Figures

Scientists use scientific figures to convey
complex ideas or present critical findings,
making them central to scientific research.
There are various characteristics which we have
come to expect:

high degree of geometric precision
legibility even at small font sizes
searchable text
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Research Idea

Existing text-to-image approaches fall short of these properties. To address
this, we propose the use of TikZ, a well-known graphics language tailored to
the creation of scientific figures.
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Basic Approach

We collect a dataset of 120k text-TikZ pairs. As
TikZ is implemented with TEX macros, a
foundational language model capable of
understanding it would be desirable.

surprisingly models that see TEX during
pre-training are pretty rare
however, the recent LLAMA model was
trained on arXiv and TEX StackExchange, so it
qualifies.

Idea
Fine-tune LLAMA on our dataset and see how it
performs.
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LLAMA learns to see

We hypothesize that incorporating a vision encoder like CLIP could boost our
model. We thus incorporate CLIP using its multi-modal projection as a soft
prompt, which should allow us to extract visual information from the input
text (and optionally images). We call this model CLIMA (CLIP inside LLAMA).

April 30, 2024 | CITEC | Natural Language Learning Group (NLLG) | Belouadi, Lauscher & Eger | 5



Experiments

We evaluate the following range of models on a held-out test set:

LLAMA variants with 7 billion LLAMA7B and 13 billion LLAMA13B
parameters

CLIMA CLIMA7B and CLIMA13B, as well as CLIMAIMG which has the
compiled images as an additional input

general-purpose models GPT-4 and CLAUDE 2
To facilitate that we employ a range of automatic metrics:

code-based CrystalBLEU, Extended-Edit Distance (EED)
image-based CLIPScore, CLIPScoreIMG, Kernel Inception Distance (KID)
sampling-based Compilation Sampling Rate (CSR)
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Results

Overall, CLIMA7B and CLIMA13B outperform their respective LLAMA models in
five out of seven metrics each, with CLAUDE 2 and GPT-4 substantially
underperforming all of them. While CLIMAIMG unsurprisingly improves upon
CLIMA13B, CLIMA13B is the best model with only textual inputs.

Question
Why are CLAUDE 2 and
GPT-4 so good on
CLIPScore?
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Caption Copying

We calculate the proportion of n-grams from the caption that were copied
verbatim into the output code.

We find that GPT-4 and CLAUDE 2 tend to produce degenerate images, which
visibly copy n-grams of the input caption into the output image. This can trick
CLIPScore into providing high scores.
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Examples
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Interested? There’s more!

In our paper, we conduct a human evaluation and also
demonstrate that all models exhibit few memorization
problems and generate novel outputs. However, we also
show that GPT-4 and CLAUDE 2 tend to generate simpler
code than the other models, that compiles to less
complex images.

Paper https://arxiv.org/abs/2310.00367
Code https://github.com/potamides/AutomaTikZ

Dataset https://huggingface.co/datasets/nllg/datikz
Demo https://huggingface.co/spaces/nllg/AutomaTikZ
Group https://nl2g.github.io
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