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1 Background

e Selective Rationalization ------—------------ oo

» Unsupervised Rationalization

* This type trains the selector and predictor in tandem.

It is worth noting that the gold rationale is unavailable during the whole
training process.

» Supervised Rationalization

* It models the rationalization with a multi-task learning, optimizing the joint

likelithood of class labels and extractive rationales.
(b) supervised rationalization

________________________

| — !

- redicted results <—>|Label | | ) :

The film has received a lukewarm / —> P rmodel forward pass

response on review sites. What I was ' —p - |
in for was a disappointing and The film has received a lukewarm | loss calculation

overlong film which was anything but
the best picture of 1995. What drags \

response on review sites. What I was
in for was a disappointing and
overlong film which was anything but |
— | the best picture of 1995. What drags
it down is its screenplay. 1t abounds
with high production values......

Underlined tokens: !
' shortcut tokens

it down is its screenplay. It abounds
with high production values......

selector ’ ‘ predictor ’

Italic tokens:
 selected rationales |

________________________

Gold rationales

~ » Semi-Supervised Rationalization
“._* Combining the superiority of the above two types of methods.
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1 Background

T Existing Problems - .

» Low Faithfulness

It 1s easy to exploit spurious correlations (aka., shortcuts) to yield the prediction
results and compose the rationales.

. e ———————— 1
The film has received ig_lukewarm |-—-,| Shortcut
" Fesporise” on” veview Sifes.i - Whdt T Tokens

was in~jor was d ﬂt‘s‘aj)p'o'inting and
overlong film which was anything but
the best picture of 1995. What drags
it down is its screenplay. 1t abounds
with high production values......

Training dataset Test dataset

* Exploiting real rationales, the problem of adopting the shortcuts to predict task results
can be mitigated.

 However, such extensive annotated rationales are infeasible to obtain for most tasks,
rendering this method unavailable.
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N SSR

» Semi-supervised rationalization

Considering a low-resource setup where they have annotated rationales for part of the
training data Dgepmi, Dsems consists of Dy, and Dy, Where [Dyp| > |Dsupl.

Identifing potential shortcuts

Algorithm 1 Semantic Data Augmentation
Input: Supervised dataset Dg,,, and a well-trained
encoder f,,, (-) in unsupervised rationalization model
Mouyn.

Output: Several semantic related tokens.

Create a global dat Dgiobay*

for j=1 to |D,,,| do
Sample = from D, a a
Construct a key-value pair: (key, value) = (fp,,,, (), z)

end for
Dgiopat = {(fp.n (2),2) ;Y& € Daup},

‘Augmentation

(b) the unsupervised phase

for i=1 to [z"
(key, value) = (fp,, (¢7), #7)-
end for
Diocat = {(fpun (27),27) , V2] € a7}
Search the nearest semantic token ] to x; in Diocal, T}
does not belong to gold tokens in z or z”.
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i Shortcuts-fused Selective Rationalization

L A - L SSR
. » Shortcuts Discovery

* How to i1dentify potential shortcuts?

Assumption 1: 4 well-trained unsupervised rationalization model inevitably
composes rationales with both the gold rationale and shortcuts tokens.

Definition 1 (Potential Shortcut Token) We first assume the unsupervised rationalization model M,
is already trained. Then, given the annotated rationales Z and rationales z extracted by M., we
define PST (x;) as whether a token x; is considered to be a potential shortcut token or not:

PST(x;) =l(z; € z A x; & 2), 5)

where A is the logical operation AND. PST (z;)=1 denotes x; is defined as a potential shortcut token.
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i Shortcuts-fused Selective Rationalization

S SSR R
" » Shortcuts Discovery ‘

Definition 1 (Potential Shortcut Token) We first assume the unsupervised rationalization model M,
is already trained. Then, given the annotated rationales Zz and rationales z extracted by M, we
define PST(x;) as whether a token x; is considered to be a potential shortcut token or not:

PST(z;) = l(z; € z Az; & 2), 5)

where A is the logical operation AND. PST (x;)=1 denotes x; is defined as a potential shortcut token.

The film has received a lukewarm
response on review sites. What I was
sampling |in for was a disappointing and
Disup > overlong film which was anything but Mun

the best picture of 1995. What drags it
down is its screenplay. It abounds with
high production values......
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input z
\J
received a lukewarm
response on review sites
a disappointing and a disappointing and
» overlong film >| overlong film
What drags it
down is its screenplay
gold rationale 2 predicted rationale 2
Y
| | received a lukewarm response on review sites )
\ ,

shortcut z
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i Shortcuts-fused Selective Rationalization

S, «®
‘ence an, e
P SSR =~
. S
\
AY

» Virtual Shortcuts Representations
' In the supervised phase:

(a) the supervised phase 1 selector gy | Token-level binary cross-entropy
z o m Lselect = Z —m; 10gp9 (mz |xz)
Ty | . =1

predictor  Jy,

Z5 : .
I | : Task-level binary cross-entro
E)s“p gsamp "8y oy - encoder J—+—>label+—{E.0y o Iy py

: e o Esup_task — Ew,yNDsup [_ log 4y (y|£C)]
. . 0 predictor W, |
B z—-» encoder | label+—{F -,-2,,, [~1og4,(3/2)];— Capture sufficient shortcuts renresentationsi
----- I ————— Y min EZSNDsup [_ loan(y|z8)]

- ~|_imilator Lo " Align and mimic shortcuts representations

‘C'U'i"'t - EzsupvzsN'Dsup |:||an (Zs) o fa(xsup)||2] ’E

U
’
7
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i Shortcuts-fused Selective Rationalization

S «®
‘ence an, e
T TTTTTTTTTTTET T T T T A AT T AT I EEmm e SSR __________________________________________________________ s
.7 N
\
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» Virtual Shortcuts Representations
: In the unsupervised phase:

Generate virtual shortcuts representations
Encourage the model to remove the effect of shortcuts on task predictions

(b) the unsupervised phase

£7‘8
""""" selector
m ; |
D sampling;z—fl# 'g er % )3 label<—s 7 L i
un 'j M 0_2 Ty untask Ediff — ]E:I:NDun [KL (U(Oa ’NDHQJ (ylmun))] |
Bl | ’

z ! m b ? /
I/Vu uniform distribution

T (" shortcut U - -~
~| imitator dif f
1 2 3 4
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i Shortcuts-fused Selective Rationalization

T SSR @ ————————
> Data Augmentation Algorithm 1 Semantic Data Augmentation
! Input: Supervised dataset Ds,,, and a well-trained
 Random Data Augmentation c;,\r:tcoder fpun (+) in unsupervised rationalization model

We can replace shortcuts tokens with other Output: Several semantic related tokens.

tokens, sampling randomly from the datastore. Create a global datastore D g;opq::
for j=1to |Ds,,| do

Sample z from Dy,

Construct a key-value pair: (key, value) = (fp,, (z), )
end for

* Semantic Data Augmentation Dyiovar = {(fp,, (€),T),VZ € Dyup}-

We design a retrieval grounded semantic Search the nearest semantic " to  in Dyjopal, T # .
augmentation method by replacing shortcut Create a local datastore Diocq:
for i=1 to |2"| do

tokens with several tokens semantically (key, value) = (f,, (27),z7).

close to them through retrieval. end for
8 Diocat = {(fp... (@), 2%) ,Va} € 7).
Search the nearest semantic token z; to ; in Djyeqi, T)

does not belong to gold tokens in z or z".
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1 Experiments

e Rationale evaluation - oo

» RQ1: Are the rationales extracted faithful ?

> RQ2: How SSR performs as the ground rationales scale changes ?

» RQ3: Can our data augmentation methods help existing rationale-
based methods improve the performance ?

» RQ4: Does SSR capture the faithful rationales for predictions ?
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1 Experiments

Bt Rationale evaluation

» Gold Rationale Efficiency (RQ2) > Results of Data Augmentation (RQ3)

i N Strategyl SSRunis Strategy2 SSRuire Table 2: Task F1 and Token F1 of selected rationales for the four dataset with random DA. !
1 68 1
! o P 3 S - Methods | Movies | MultiRC | BoolQ | Evidence Inference !
' 64 1 64 - |  Task Token-F1 | Task Token-F1 | Task Token-F1 |  Task Token-F1 i
i _ P @ S Vanilla Un-RAT | 88.0+04 284+03|584+£02 247+03|621+03 235+02|47.0+£04 104+03 |
. & 60 S 6 A= SR Vanilla Semi-RAT [ 90.6 £0.3 31.6+£0.1|642=04 562+03|589=01 445+03|450+03 260+03 !
! st A cndomDA | gy A mndomDA WSEE 899+04 334+03(653+01 557+03|61.0+£02 455+03|500+03 187+05 |
! 56 T emniedA | g h emane AT-BMC  |928+0.1 404403 |66.6+06 61.8+05|620+0.1 526+02|495+03 194+06 |
i 54 === AT-BMC 54 ---- AT-BMC SSR i f 90.7+03 345+0.1]63.6+05 56.1+£03|61.3£0.7 483+£05]46.0+£0.1 33.1+£02 i
: RO bk 03 03 038X 2em ol o5 03 03 oM virt 928 £0.2 36.7+0.2|654+£02 443 +£04|583+0.6 47.7+03]4654+03 3244+02
' Percentage Percentage |
: 65 65 :
| 60 60 !
=] = - Table 3: Task F1 and Token F1 of selected rationales for the four dataset with semantic DA.
i g 451 E a5 Methods | Movies | MultiRC | BoolQ | Evidence Inference i
! = 401 = ;‘” |  Task Token-F1 |  Task Token-F1 |  Task Token-F1 |  Task Token-F1 |

35 1
| 31 30 Vanilla Un-RAT | 883 +0.2 287+0.5(590+03 251+04|619+06 23.7+04|473+03 11.7+04
| 301 Vanilla Semi-RAT | 90.1 £0.3 31.3+03|644+0.1 56.6=+03|591+04 444+02]46.6+0.6 269+£05 |
; TS s Py T LAY TREErY TSRS PRERre e v B WSEE 88.9+07 33.1+05|649+03 559+03|609+04 46.6+06|497+03 209+04 |
| Pervctiags Pucoeciags AT-BMC 932+03 407 +0.5|660+06 60.9+04|622+03 520+0.1|500+04 223+06 !
| SSRynif 90.7+02 356+02|647+07 42.7+04|580+03 502+03[48.74+02 3354+04 .
! Ryirt 87.6+03 369+0.1|662+05 498 +04|61.1+£03 488+02|465+04 31.14+02 |

State Key Laboratory of Cognitive Intelligence, University of Science and Technology of China



1 Experiments
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» Case Study (RQ4)

Model Visualized Example Predicted Label
The film has received a lukewarm response on review sites. What I was in for was a disappointing
Vanilla Un-RAT  and overlong film which was anything but the best picture of 1995. What drags it down is its Negative

screenplay. It abounds with high production values...

The film has received a lukewarm response on review sites. What I was in for was a disappointing and
SSRumf overlong film which was anything but the best picture of 1995. What drags it down is its screenplay. It Negative
abounds with high production values...

(a) Visualized selective rationales on Movies. The real label in this case is Negative.

Mozart is a famous musician and amadeus is a biographical film about him , amadeus is a true work
Vanilla Un-RAT  of art . it is one of those few movies of the 80 ' s that will be known for its class , its style , and its Positive

intelligence. why is this such a good film...

Mozart is a famous musician and amadeus is a biographical film about him , amadeus is a true work of
SSRynif art . it is one of those few movies of the 80 ' s that will be known for its class , its style , and its Positive

intelligence. why is this such a good film...

(b) Visualized selective rationales on Movies. The real label in this case is Positive.
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Model Visualized Example Predicted Label !
1
1
1
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Model Visualized Example Predicted Label
. Moonlight mile is replete with acclaimed actors and actresses and tackles a subject that 's potentially ..
Vanilla Un-RAT moving , the movie is too predictable and too self-conscious to reach a level of high drama. Positive
SSR.. - Moonlight mile is replete with acclaimed actors and actresses and tackles a subject that 's potentially .
unif moving , the movie is too predictable and too self-conscious to reach a level of high drama. Negative
\ 1
' (c) Visualized selective rationales on SST-2. The real label in this case is Negative. /
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