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Background
Selective Rationalization
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Ø Unsupervised Rationalization
• This type trains the selector and predictor in tandem.
• It is worth noting that the gold rationale is unavailable during the whole 

training process.
Ø Supervised Rationalization
• It models the rationalization with a multi-task learning, optimizing the joint 

likelihood of class labels and extractive rationales.

Ø Semi-Supervised Rationalization
• Combining the superiority of the above two types of methods.



Background
Existing Problems
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Ø Low Faithfulness
It is easy to exploit spurious correlations (aka., shortcuts) to yield the prediction 
results and compose the rationales.

Shortcut
Tokens

• Exploiting real rationales, the problem of adopting the shortcuts to predict task results 
can be mitigated.

• However, such extensive annotated rationales are infeasible to obtain for most tasks, 
rendering this method unavailable.
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Existing Problems

State Key Laboratory of Cognitive Intelligence，University of Science and Technology of China

Ø How to solve these problems?

It would be nice to know 

what shortcut is.
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Shortcuts-fused Selective Rationalization
SSR
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Ø Semi-supervised rationalization
Considering a low-resource setup where they have annotated rationales for part of the 
training data ,

Identifing potential shortcuts

Shortcuts 
Discovery

Virtual Shortcuts 
Representations

Data 
Augmentation



Shortcuts-fused Selective Rationalization
SSR
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Ø Shortcuts Discovery
• How to identify potential shortcuts?

Assumption 1: A well-trained unsupervised rationalization model inevitably 
composes rationales with both the gold rationale and shortcuts tokens.



Shortcuts-fused Selective Rationalization
SSR
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Ø Shortcuts Discovery

,



Shortcuts-fused Selective Rationalization
SSR
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Ø Virtual Shortcuts Representations
In the supervised phase:

Token-level binary cross-entropy

Task-level binary cross-entropy

Capture sufficient shortcuts representations

Align and mimic shortcuts representations

min



Shortcuts-fused Selective Rationalization
SSR
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Ø Virtual Shortcuts Representations
In the unsupervised phase:
Generate virtual shortcuts representations
Encourage the model to remove the effect of shortcuts on task predictions



Shortcuts-fused Selective Rationalization
SSR
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Ø Data Augmentation
• Random Data Augmentation
We can replace shortcuts tokens with other
tokens, sampling randomly from the datastore.

• Semantic Data Augmentation
We design a retrieval grounded semantic
augmentation method by replacing shortcut
tokens with several tokens semantically
close to them through retrieval.
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Experiments

Ø RQ1: Are the rationales extracted faithful ?

Rationale evaluation

Ø RQ2: How SSR performs as the ground rationales scale changes ?

Ø RQ4: Does SSR capture the faithful rationales for predictions ?
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Ø RQ3: Can our data augmentation methods help existing rationale-
based methods improve the performance ?



Experiments

Ø Overall Performance (RQ1)

Rationale evaluation
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IID Dataset OOD Dataset



Experiments
Rationale evaluation
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Ø Gold Rationale Efficiency (RQ2) Ø Results of Data Augmentation (RQ3)



Experiments
Rationale evaluation
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Ø Case Study (RQ4)



Thank you ！
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