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Motivation

• Human language has hierarchical structures and different 
granularities
• Time flies like an arrow. Fruit flies like a banana.

• Transformer perform self-attention solely at the token-level
• What if self-attention happens over multi-grained constituents? 

How to obtain hierarchical structures with out gold-trees?

Fruit flies like a banana



Approach

• Deep inside outside algorithm with iterative up & down

grammar induction flatten nodes and apply self-attention

Using the masked language model as the pre-training objective



Approach

• log N variant of the deep inside-outside encoder



Experiment results(span-level tasks)



Experiment results (GLUE)



Experiment results (grammar induction)


