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Motivation

Radford et al. 2019
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Why is CLIP so good?

Possible reasons (Fang et al 2022):

• Architecture

• Language supervision

• Zero-shot prediction

• Data distribution
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Nearest neighbors visualized
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Similarity hypothesis

Is CLIP doing well only because its training set has highly similar images to test sets?
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Pruning highly similar images from LAION
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CLIP’s accuracy after pruning
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Summary

Is CLIP doing well only because its training set has highly similar images to test sets?

No, the dataset scale and diversity drives CLIP to learn generalizable representations.
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