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Overview
• Propose a method called LoRA-MoE, which combine Mixture-of-Experts(MoE) 

with LoRA in Multimodal Large Language Models(MLLMs).
• We designed a point cloud encoder called Object-As-Scene to provide language-

aligned scene-level representations. Additionally, we constructed the Scan2Inst
dataset for 3D instruction tuning using ScanNet.



Introduction & Motivation
• For MLLMs with LoRA, simultaneously learning different tasks may cause 

conflicts, and ultimately compromise the performance of each downstream task.
• E.g. For the detection task alone, the performance on VOC is 24.5. However, when combined 

with the VQA task, the performance drops to around 7.

• Objective: Design a versatile and scalable MLLM framework that can effectively 
address diverse multimodal tasks, even when instruction-tuning data is limited.
• We propose LoRA-MoE, a combination of MoE and LoRA, which has led to improved 

performance on both VOC and SQA tasks.



• For image encoder, we use the pre-trained CLIP visual encoder ViT-L/14.
• For point cloud encoder, we propose a structure called Object-As-Scene.
• Step 1: Locating regional RoIs as candidates.
• Step 2: Extracting RoI features aligned with language and image. 
• Step 3: Aggregating RoI features as scene features.
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• We employed GPT to enrich the question and answer in ScanQA.

3D Dataset Construction

What is over the chair 
beneath the blackboard?

Original question
• Can you please describe the objects or items that are 

positioned on the chair beneath the blackboard?
• Are there any specific colors, patterns, or designs on the 

item placed over the chair beneath the blackboard?
• Could you provide information about the purpose or 

function of the object that is currently resting on the 
chair beneath the blackboard?

Enriched questions



• We utilized annotations from ScanNet to construct data use templates.

3D Dataset Construction

description: A black 
chair in front of the 
table.

Annotation
Q: What is the caption of the 
object?
A: A black chair in front of 
the table.

Caption task

Q: What is the category of 
the object?
A: The category of the 
object is chair.

Classification task

Question templates
caption

1. What is the caption of the object?
2. What is the description of the object?
3. Can you provide a brief summary of the given text?
......

Question templates
classification

1. What is the category of the object?
2. Which class does the item fall into?
3. What is the assigned label for the given item?
......

class: chair
Annotation

Answer templates
classification

1. The category of the object is {}.
2. The item falls into the class {}.
3. The entity fits in the category {}.
......
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• We propose a unified LoRA-MoE decoder based on an instance-based gate
routing strategy.
• Instance-based gate take the questions as input to predict routing scores for each expert.
• We select sparsely-activated experts based on routing scores for each individual instance.



Experiments
• Comparison on image modalities

• Comparison on point cloud modalities



Experiments
• Comparison on image & point cloud modalities

• Ablation studies of MoE on 2D tasks



• Gate routing on different tasks

Experiments

• Ablation studies on load balancing in MoE



Visualization on 2D tasks

Question: What is the caption of the image?
Answer: The image shows a man and 
woman holding hands in a river.

Question: What is the caption of the image?
Answer: The image depicts a scene where 
a group of people are gathered near a tower 
with a clock face.

Question: Identify all objects in the image and provide their positions.
Answer: Positioned at [0.0, 0.24, 0.68, 0.86] within the image is an 
object that can be classified as belonging to the cat category, 
characterized by its unique texture and distinctive silhouette that 
differentiates it from other elements in the scene. This cat appears to 
be the focal point of the image, drawing the viewer‘s attention with its 
relaxed posture. At the [0.0, 0.21, 1.0, 0.99] position of the image, 
there is an object categorized as bed. The cat seems to be lying on the 
bed, adding a sense of tranquility and homeliness to the image.

Question: Which of the following organisms is the primary consumer in 
this food web? 
Context: Below is a food web from Little Rock Lake, a freshwater lake 
ecosystem in Wisconsin. A food web models how the matter eaten by 
organisms moves through an ecosystem. The arrows in a food web 
represent how matter moves between organisms in an ecosystem. 
Choice: (A) copepod (B) black crappie (C) bacteria
Answer: After examining the picture closely, it can be concluded that 
copepod is the answer to this question.

Question: Which of these states is farthest west?
Context: N/A
Choice: (A) Missouri (B) Florida (C) Montana (D) Oregon
Answer: After a thorough examination of the picture, it 
becomes apparent that the correct answer is (D) Oregon.



Visualization on 3D tasks

Question: What is the caption of the 
point cloud?
Answer: This is a black coffee table. it is 
in front of the couch.

Question: What is the caption of the 
point cloud?
Answer: This is a trash can. it sets in 
the corner.

Question: What is the shape of the 
object that is in contact with a wall 
surface?
Answer: The object in the scene is 
rectangular in shape.

Question: What is located to the left of 
the display case?
Answer: A brown chair can be found in 
that position.

Question: What is the color of the door 
located in the corner?
Answer: The door situated in the corner 
is brown in color.

Question: Which side of the monitor is 
the shelf positioned on?
Answer: The shelf is on the right side 
of the monitor.



Thanks for your watching!


