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Tree Models are Powerful and Efficient

Credit risk assessment, pricing…

sepsis, cardiovascular…

champions

Age<90?

Paper 
accepted?

0.664 -0.345

-0.735

ML/Sys 
researcher?

0.234 -0.568

Y

Y

N

N
Y N

𝑦! = 0.664 + 0.234 = 0.898

split node leaf node

GBDT [3]

[3] Chen, Tianqi, and Carlos Guestrin. "Xgboost: A scalable tree boosting system." Proceedings of the 22nd acm sigkdd international conference on knowledge discovery and data mining. 2016.
2



Federated GBDT on Hybrid Data
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Node-level solution

• Aggregating gradients in each node using cryptographic methods.
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Huge computation cost



Tree Transformation
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Move the split feature of the guest parties to the last layer.



Layer-wise Training

• Each party trains a subtree individually
• No gradient aggregation in each node
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Inference
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Experiments

• Datasets: 1) Hybrid datasets: AD, DEV-AD; 2) Simulated datasets: Adult, 
Cod-rna
• Approaches: 
• 1) ALL-IN: centralized training
• 2) SOLO: local training
• 3) Two-party VFL: FedTree, SecureBoost, Pivot
• 4) TFL: tree-level aggregation
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Effectiveness
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Efficiency
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