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Background
)

Basic Notations

@ In online learning, an action space © is a compact subset of RY.

@ A loss function £ : © — Rxq is called uniformly L-Lipschitz over ©
w.r.t. the norm || - ||, if for any x,y € ©, |[¢(x) — (y)| < L||x — y||.

o Let P(O) be the set of all probability distributions over action space
©. For any p € P(O), we use (p,{) = Eg.,L(6) for brevity.
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Non-Convex Online Learning

@ At each round i € [m], the online learner selects an action §; € ©,
receives a loss function ¢;(-) : © — Rxq, and suffers loss ¢;(6;).

@ The quantity used to measure performance of online learner is the
regret Ry = Y1, £i(0) — €:(6*), where 6* € arg mingeo Y., £i(6).

@ In non-convex online learning, at each round i € [] we need to add
randomness into the algorithm, otherwise there exists setting where
using any algorithm obtains vacuous regret R,, = O(m).

@ We choose action drawn from distribution p; € P(©). The regret is
Rm £ 27;1 EQNPIE,'(Q) - E,-(G*), 0 € arg mingee 2:11 Eng,.E,-(e).
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Online-Within-Online (OWO) Meta Learning

@ In non-convex OWO meta learning setting, the online meta-learner
will encounter T tasks with each composed of functions {£4 }ic[m]-

@ Concretely, at i-th round of the t-th task, the online meta-learner
selects an action 6;; € ©, and then suffers the loss £4;(6y;).

@ The quantity to measure the performance of online meta-learner is
the following task-averaged regret [1, 2]:

| 1 T 1 T m
Rrm= 7 > Rim= = DD Eomplei(0) — Lei(65).

t=1 t=1 i=1
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Regret Bound Decomposition Framework for
Non-Convex OWO Meta Learning

@ Non-convex algorithms: online mirror descent (OMD), exponential
weighted aggregation (EWA), follow the perturbed leader (FTPL).

@ The regret upper bound for many non-convex algorithms (e.g. EWA)
at task t € [T] has the form: Us(pe1, At) = mbAs + M where
b >0, A; is the step size, py1 € P(©) the initialization dlstrlbution
over © , V(p1, pt)? the non-negative function of p;1 and p}.

o Let A\ =v/vVmb for v > 0, then Us(p,v) = (v + @)\/mib The
regret bound decomposition framework consists of two processes: one
is to minimize {f(p) = V(p, p)?}se(e—1) to determine the
initialization distribution p¢; for task t, another is to minimize
{hs(v) = v + £i(ps1)/V}se[e—1) to determine the step size v;.
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General Regret Bound for Non-Convex OWO
Meta Learning

Assume the upper regret bound for task t € [T] has the form U:(p,v) = (v +
@)\/mib + g(m). Assume we have a sub-algorithm that achieves F1(p) regret
w.r.t. any p € P(©) by setting distributions ps1 on fi(p) = V(p, p})?, and another
sub-algorithm that achieves non-increasing Hr(v) regret w.r.t. any v > 0 by
playing actions v; > 0 on h,(v) = v + @ for all t € [T]. Then, running the
OWO meta learning algorithm with the step size v/ V/mb and initialization pr1 at
each task t, for p* = arg mincp(o) 23—:1 f:(p) the optimal initialization and V' the
task-similarity, we get the task-averaged regret upper bound:

T m =
71_;; pti—pi, lei) < (HT_;V)—len{ \/(T)’2 FT(Tp )}+2V>m+g(m).
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General Regret Bound for Learning Step Size in
Non-Convex OWO Meta Learning

For learning the step size v;, we consistently use Follow-The-Leader (FTL)
algorithm to achieve the following logarithmic regret bound.

Proposition 1

Assume that FTL algorithm runs on the sequence of functions {h:(v) = v +

@}te[ﬂ over the domain [0, D], where D > maxc(1] f;(pe1), then we have the
regret bound:

. v;) — min - P 1ft(Pt1)/Zs 1 (Psl)|
;ht( ) Ui he( Z = _

Furthermore, if for all t € [T], f:(ps1) € [B? D?] with D > B > 0, then we
have the logarithmic regret upper bound:EtT:1 he(ve) — min,¢po,p] Zthl he(v) <
436 (Iog T+1).
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Comparisons between Different Regret Bounds
for OWO Meta Learning

Table 1: Different task-averaged regret bounds for OWO meta learning algorithms under different

assumptions of loss functions {¢;;

Tm

;i—1- T'is the number of tasks, and m is the number of iterations

per task. Concretely, the task-averaged regret upper bound = (Bound I + Bound II + V) vm,
where Bound I is the regret upper bound for learning the initialization, Bound II is the regret upper
bound for learning the step size, V represents the task similarity among different tasks, o € (0,1/2).
The explicit form of these regret bounds and task similarities are given in TableB.1|of the Appendix.

Existing Works Task-Averaged Regret Assumptions of ¢;; | Bound I Bound II
Khodak et al. 2019) | # 0. feil6) — i) Unifiﬁﬁﬁi{ichitz o(4%) O(%)
Balcan etal. (2021) | A S25 (pui, b)) — L0s (07) PiCC]:\gliJ;z:dE?pfi:hitz o( ,;1’//42) O( Uz l:!/)Tlog‘T)

Ovr Theorern 2 % tT';vl; <pf"[“> — Lul07) Piec]:\g?sr;dffpfzhitz O(Tl/l‘Z—u ) O( (log;)”“)

Our Theorem 3 % ZZ}:KW —pi i) Bounded 0(#) O(%)
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Regret Bound Decomposition Framework for

Non-Convex Piecewise Lipschitz Functions

Definition 2.2

(Piecewise Lipschitzness [3]) The sequence of random loss functions
{¢;}1, is piecewise L-Lipschitz (L > 0) that are [-dispersed, if Ym, Ve >
m~?, in expectation over the randomness of the loss functions, we have

Efmax g_g <. [{i € [m] | 6:(6) — €:(8") > L]|6 — ]12}]] < Oem).

@ With M-bounded piecewise Lipschitz functions, the regret bound for
EWA algorithm with the initialization p; and the step size \:

= - V(p1, 0°) | =
D Eop li(0) = D Li(67) < AMPm + — S+ 0((L+ 1)m=7P).
i=1 i=1

@ Choose Follow-The-Regularized-Leader (FTRL) and FTL algorithms
to learn initialization p;; and step size v; respectively for task t.
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Algorithm 1 Non-convex OWO meta learning algorithm for bounded piecewise Lipschitz functions.

1: Input: step size n for FTRL, mixture parameter v € (0, 1], domain upper bound D; initialized
distribution p;; : © +— Rs( and initialized step size A\; = /(D2 — log v)/(mM?2) for EWA.

2: fortask ¢t € [T] do
3:  forroundi € [m] do
4 Set Py; = [g pri(0)d0 and sample 0;; with probability ps; (0::) = pei (04:)/ Pei
5: Suffer loss £4;(01:), observe £4;(+), and update py ;41 (0) = e~ (9 p,.(6) /I EWA step
6:
7
8

Sample 6; with probability p;,, and obtain task-t optimum 6; € ©
Set 15(6x m—#) to be the function that is 1 in the ball B(6;, m~?) and otherwise 0

Update pr+1,1 10 pry1(t) = argming g, 1 p>-p) KL(p||[D(2) — 022 <, log (pI(t). p).
A1 = \/ - k:,n,,ff-( o) // meta-update step
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Bounds for Learning Initialization and Step Size

Proposition 2

Assume that FTRL algorithm with initialization © and regularization KL(p||2)
runs on functions {f;(p:)}:c[r) over the set A = {p : ||p|ly = 1,p > 7D}, then
S fipe) — ft( *) < 2GLV/T /vy, where p* € argmingea Y, fi(p), G2 >
KL(p*||2), 2= T Zt 1 :;1((?)2

Proposition 3

Assume that FTL algorithm runs on the sequence of functions {h;(v) =
v + t(p‘l)} te[r] with fi(pn) = —log(p}, pr) over the domain [0, D], where
D? = maxee[r) |°gy:;211((g)t) > f(pn), for any t € [T]. Denote B> =
min.e(7] 108 S 5s; )\fé(l(i),y)vol(@) Then if we set v = m/T® ¢ (0,1] with
a € (0,1/2), we have the following regret upper bound:
T T
log T +1 1(©)/Vq))/?(log T +1
th(vt)_ TN ht(V) < (a og I + Og(VO( )6/ d)) (Og + )
velo,0] 4B

Improved Regret Bounds for Non-Convex OWO Meta Learning (ICLR2024) Jiechao Guan, Hui Xiong 12 /22



Background R t Bounds Generalization Bounds via Regret Analysis Experiment Conclusion References

Regret Bounds for OWQO Meta Learning
Algorithms with Piecewise Lipschitz Functions

Under the conditions of Theorem 2.1, for any task t € [T], let {{; : © —
[0, M]}ic[m) be a sequence of piecewise L-Lipschitz functions that are [3-
dispersed. Set oo € (0,1), let g(m) = O((L + 1)m*~7), then using FTRL
algorithm in Proposition 2 and FTL algorithm in Proposition 3 respectively

to learn the initialization and step size in Algorithm 1 obtains the regret
upper bound:

? alo ol 2(lo
RTm Sg(m)+\mM{( log T + log ( 14(;?,)9/6\/‘1))7 2(log T + 1)

{VOI(G)(KL(p*Hﬁ) +1) 5 vol(®)(KL(p*||) + 1
VyVT 2~ ’ VT2

+ min )}—1—2V'
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Regret Bound Decomposition Framework for
Non-Convex Non-Lipschitz Functions

@ EWA has the following regret upper bound [4]:

“ KL
> pi—p.liy < AMPm + (p/\le), Vp € P(O).

i=1
@ Use FTL algorithm to learn initialization p:; and step size v; in task t.

Algorithm 2 Non-convex OWO meta learning algorithm for bounded non-Lipschitz functions.

1: Input: initialized distribution p;; € P(O) and learning rate A; > 0.

2: for task t € [T] do

3:  forroundi € [m] do _

4: pri = arg min,,ep(e) KL(pl|pr1) + s 23:1 (e, p) // EWA step
5 Suffer loss (pyi, £+;) and observe f4;(+)

;:1 KL(psm|lps1)
tm M2

6:  Update pt11.1 = % Zizl Psms Adt+1 = // meta-update step
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Bounds for Learning Initialization and Step Size

Proposition 4

Given a sequence of distributions {pj}.cir), assume that FTL algorithm
runs on the sequence of {KL(p;||p)}ie[r) to determine p, ie. — pn =

argmin,cp(o) Soims KL(p%||p), and further assume G2 > maxeer) X2(pt]|pe1),
then we can obtain the following regret upper bound:
T

A
SEKUGilloa) ~ min, S KL(l) <ZL”’J“)<G2(IogT+1)
= t=1

Proposition 5

Given a sequence of functions {f.(p1) = KL(pf||pe1)}ecr), assume there exist
D? > max.cr) KL(p||pe1), B2 < mineer) KL(pf||pe1) with B > 0. Assume FTL

algorithm runs on functions {h.(v) = v + ft(ﬁﬂ)} te[T] over domain [0, D]. Then
T

: D’
Zl he(ve) = min > he(v) < g5 (log T +1).
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Regret Bounds for OWQO Meta Learning
Algorithms with Non-Lipschitz Functions

Theorem 2.4

Under the conditions of Theorem 2.1, for any task t € [T], let {{4

© — [0,M]}icim be a sequence of M-bounded functions. Let G* >
maXie[T] Xz(ﬂil\pn), D> > MmaXte[T] KL(p|lpe1) and Min¢e[7] KL(ptpe1) = B? >
0, then using FTL algorithm to respectively learn the initialization and step size of
EWA algorithm in Algorithm 2 attains the task-averaged regret upper bound:

T m
1 D'(log T + 1) . G?%(log T +1) log T+1
F 2 Y low kot (e + min{ 26 =)

=il fi=ll
+ 2v) VmM.
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Transfer Risk Bounds for Batch Meta Learning

Assume that for each task t € [T], there exist G® > max.c[r) X*(pi||per), and
minee(r) KL(p}|lps1) = B? > 0. Assume that the novel task consists of loss

functions {/;}icim) it W, % r and for any optimal distribution p* over
task 1, there exists H > 0 such that KL(p*||+ 2;1 pr1) < H. Then we use

(+ Z;l P, \/Z;rzl KL(p§||pe1)/(TmM?)) to run EWA algorithm for novel task
p ~ T with loss functions {{;};c|m to output probability distributions {p;}ic(m-
Then let p = % S pi, for the optimal distribution p* over task u that does not
dependent on {{;}ic[m), with probability 1 — § over the draw of probability distri-
butions {u:};:

]EMNT]E{Z,-}QIN,LL’"E€~M]E9~/3£(9) SEN~TEZ~M]E9~;)* 6(9)

[4G2log T 3V?2 H [logl/s
M — .
= M Tm + v/mB + BY 2Tm )
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PAC-Bayes Generalization Bounds for Statistical

Multi-Task Learning

Proposition 6

Let Ry Zt, T {pi—Ae(St), &), then Zt 1gen( A, S5¢)=

m T t= antm

Use Ur’m to bound R’T,m, and concentration inequality to bound Zt Mnp,,,, then

Let A; be the statistical learning algorithm for task t € [T]. Assume that for all
actions 6 € ©, samples z € Z, £(0,z) € [0, M]. Then, with probability at least

1 — & over the draw of {S;:}¢c[], the multi-task generalization error of statistical
learning algorithms { A:} [t satisfies:

2|og%
Tm °

1 & 1 & J
? ZEO"’At(St) [EZNMK(Q, Z) — ; Zf(e, Zt,'):| S LELLL
t=1 i=1
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Conclusions and Future Works

Our contributions for non-convex OWO meta learning are four-fold:
@ We improve regret bound from O(( }(/4 +%+ V)y/m) to
O(( T1/12w + (Iog_,7_') +V)y/m) (a € (0,1/2)) for bounded and
piecewise Lipschitz functions.

@ We design a new and efficient OWO meta learning algorithm of
sharper regret bound O((g-{- V)\/m) for bounded functions.

@ We obtain a new transfer risk bound for statistical meta learning via
regret analysis.

o We derive a PAC-Bayes bound for multi-task learning, shedding light
on proving PAC-Bayes multi-task generalization bound with the regret
bound from non-convex OWO meta learning.
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