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Basic Notations

In online learning, an action space Θ is a compact subset of Rd .

A loss function ℓ : Θ 7→ R≥0 is called uniformly L-Lipschitz over Θ
w.r.t. the norm ∥ · ∥, if for any x , y ∈ Θ, |ℓ(x)− ℓ(y)| ≤ L∥x − y∥.

Let P(Θ) be the set of all probability distributions over action space
Θ. For any ρ ∈ P(Θ), we use ⟨ρ, ℓ⟩ = Eθ∼ρℓ(θ) for brevity.
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Non-Convex Online Learning

At each round i ∈ [m], the online learner selects an action θi ∈ Θ,
receives a loss function ℓi (·) : Θ 7→ R≥0, and suffers loss ℓi (θi ).

The quantity used to measure performance of online learner is the
regret Rm ≜

∑m
i=1 ℓi (θ)− ℓi (θ

∗), where θ∗ ∈ argminθ∈Θ
∑m

i=1 ℓi (θ).

In non-convex online learning, at each round i ∈ [] we need to add
randomness into the algorithm, otherwise there exists setting where
using any algorithm obtains vacuous regret Rm = O(m).

We choose action drawn from distribution ρi ∈ P(Θ). The regret is
Rm ≜

∑m
i=1 Eθ∼ρi ℓi (θ)− ℓi (θ

∗), θ∗ ∈ argminθ∈Θ
∑m

i=1 Eθ∼ρi ℓi (θ).
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Online-Within-Online (OWO) Meta Learning

In non-convex OWO meta learning setting, the online meta-learner
will encounter T tasks with each composed of functions {ℓti}i∈[m].

Concretely, at i-th round of the t-th task, the online meta-learner
selects an action θti ∈ Θ, and then suffers the loss ℓti (θti ).

The quantity to measure the performance of online meta-learner is
the following task-averaged regret [1, 2]:

R̄T ,m=
1

T

T∑
t=1

Rt,m =
1

T

T∑
t=1

m∑
i=1

Eθ∼ρti ℓti (θ)− ℓti (θ
∗
t ).
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Regret Bound Decomposition Framework for
Non-Convex OWO Meta Learning

Non-convex algorithms: online mirror descent (OMD), exponential
weighted aggregation (EWA), follow the perturbed leader (FTPL).

The regret upper bound for many non-convex algorithms (e.g. EWA)

at task t ∈ [T ] has the form: Ut(ρt1, λt) = mbλt +
V (ρt1,ρ∗t )

2

λt
, where

b > 0, λt is the step size, ρt1 ∈ P(Θ) the initialization distribution
over Θ , V (ρt1, ρ

∗
t )

2 the non-negative function of ρt1 and ρ∗t .

Let λ = v/
√
mb for v > 0, then Ut(ρ, v) = (v + ft(ρ)

v )
√
mb. The

regret bound decomposition framework consists of two processes: one
is to minimize {fs(ρ) = V (ρ, ρ∗s )

2}s∈[t−1] to determine the
initialization distribution ρt1 for task t, another is to minimize
{hs(v) = v + fs(ρs1)/v}s∈[t−1] to determine the step size vt .
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General Regret Bound for Non-Convex OWO
Meta Learning

Theorem 2.1

Assume the upper regret bound for task t ∈ [T ] has the form Ut(ρ, v) = (v +
ft(ρ)
v )

√
mb + g(m). Assume we have a sub-algorithm that achieves FT (ρ) regret

w.r.t. any ρ ∈ P(Θ) by setting distributions ρt1 on ft(ρ) = V (ρ, ρ∗t )
2, and another

sub-algorithm that achieves non-increasing HT (v) regret w.r.t. any v > 0 by

playing actions vt > 0 on ht(v) = v + ft(ρt1)
v for all t ∈ [T ]. Then, running the

OWO meta learning algorithm with the step size vt/
√
mb and initialization ρt1 at

each task t, for ρ∗ = argminρ∈P(Θ)

∑T
t=1 ft(ρ) the optimal initialization and V the

task-similarity, we get the task-averaged regret upper bound:

1

T

T∑
t=1

m∑
i=1

⟨ρti−ρ∗t , ℓti ⟩ ≤
(HT (V )

T
+min{FT (ρ

∗)

VT
, 2

√
FT (ρ∗)

T
}+2V

)√
mb+g(m).
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General Regret Bound for Learning Step Size in
Non-Convex OWO Meta Learning

For learning the step size vt , we consistently use Follow-The-Leader (FTL)
algorithm to achieve the following logarithmic regret bound.

Proposition 1

Assume that FTL algorithm runs on the sequence of functions {ht(v) = v +
ft(ρt1)

v }t∈[T ] over the domain [0,D], where D2 ≥ maxt∈[T ] ft(ρt1), then we have the
regret bound:

T∑
t=1

ht(vt)− min
v∈[0,D]

T∑
t=1

ht(v) ≤
D3

4

T∑
t=1

∣∣1−∑t−1
s=1 ft(ρt1)/

∑t−1
s=1 fs(ρs1)

∣∣2∑t
s=1 fs(ρs1)

.

Furthermore, if for all t ∈ [T ], ft(ρt1) ∈ [B2,D2] with D ≥ B > 0, then we

have the logarithmic regret upper bound:
∑T

t=1 ht(vt) − minv∈[0,D]

∑T
t=1 ht(v) ≤

D7

4B6 (logT + 1).
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Comparisons between Different Regret Bounds
for OWO Meta Learning
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Regret Bound Decomposition Framework for
Non-Convex Piecewise Lipschitz Functions

Definition 2.2

(Piecewise Lipschitzness [3]) The sequence of random loss functions
{ℓi}mi=1 is piecewise L-Lipschitz (L > 0) that are β-dispersed, if ∀m, ∀ϵ ≥
m−β, in expectation over the randomness of the loss functions, we have
E[max ∥θ−θ′∥2≤ϵ

∣∣{i ∈ [m] | ℓi (θ)− ℓi (θ
′) > L∥θ − θ′∥2}

∣∣] ≤ Õ(ϵm).

With M-bounded piecewise Lipschitz functions, the regret bound for
EWA algorithm with the initialization ρ1 and the step size λ:
m∑
i=1

Eθ∼ρi ℓi (θ)−
n∑

i=1

ℓi (θ
∗) ≤ λM2m+

V (ρ1, θ
∗)2

λ
+ Õ((L+1)m1−β).

Choose Follow-The-Regularized-Leader (FTRL) and FTL algorithms
to learn initialization ρt1 and step size vt respectively for task t.
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Bounds for Learning Initialization and Step Size

Proposition 2

Assume that FTRL algorithm with initialization ν̂ and regularization KL(ρ||ν̂)
runs on functions {ft(ρt)}t∈[T ] over the set ∆ = {ρ : ∥ρ∥1 = 1,ρ ≥ γν̂}, then∑T

t=1 ft(ρt) − ft(ρ
∗) ≤ 2GL

√
T/γ, where ρ∗ ∈ argminρ∈∆

∑T
t=1 ft(ρ), G 2 ≥

KL(ρ∗||ν̂), L2 = 1
T

∑T
t=1

vol(Θ)2

vol(Θt)2
.

Proposition 3

Assume that FTL algorithm runs on the sequence of functions {ht(v) =

v + ft(ρt1)
v }t∈[T ] with ft(ρt1) = − log ⟨ρ∗

t ,ρt1⟩ over the domain [0,D], where

D2 = maxt∈[T ] log
vol(Θ)

γvol(Θt)
≥ ft(ρt1), for any t ∈ [T ]. Denote B2 =

mint∈[T ] log
vol(Θ)

γvol(Θt)+(1−γ)vol(Θ) . Then if we set γ = mdβ/Tα ∈ (0, 1] with

α ∈ (0, 1/2), we have the following regret upper bound:
T∑
t=1

ht(vt)− min
v∈[0,D]

T∑
t=1

ht(v) ≤
(α logT + log (vol(Θ)/Vd))

7/2(logT + 1)

4B6
.

Improved Regret Bounds for Non-Convex OWO Meta Learning (ICLR2024) Jiechao Guan, Hui Xiong 12 / 22



Background Regret Bounds Generalization Bounds via Regret Analysis Experiment Conclusion References

Regret Bounds for OWO Meta Learning
Algorithms with Piecewise Lipschitz Functions

Theorem 2.3

Under the conditions of Theorem 2.1, for any task t ∈ [T ], let {ℓti : Θ 7→
[0,M]}i∈[m] be a sequence of piecewise L-Lipschitz functions that are β-

dispersed. Set α ∈ (0, 12), let g(m) = Õ((L + 1)m1−β), then using FTRL
algorithm in Proposition 2 and FTL algorithm in Proposition 3 respectively
to learn the initialization and step size in Algorithm 1 obtains the regret
upper bound:

R̄T ,m ≤g(m) +
√
mM

{(α logT + log (vol(Θ)/Vd))
7/2(logT + 1)

4TB6

+min
{vol(Θ)(KL(ρ∗||ν̂) + 1)

VdVT
1
2
−α

, 2

√
vol(Θ)(KL(ρ∗||ν̂) + 1)

VdT
1
2
−α

}
+ 2V

}
.
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Regret Bound Decomposition Framework for
Non-Convex Non-Lipschitz Functions

EWA has the following regret upper bound [4]:

m∑
i=1

⟨ρi − ρ, ℓi ⟩ ≤ λM2m +
KL(ρ||ρ1)

λ
, ∀ρ ∈ P(Θ).

Use FTL algorithm to learn initialization ρt1 and step size vt in task t.
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Bounds for Learning Initialization and Step Size

Proposition 4

Given a sequence of distributions {ρ∗t }t∈[T ], assume that FTL algorithm
runs on the sequence of {KL(ρ∗t ||ρ)}t∈[T ] to determine ρ, i.e. ρt1 =

argminρ∈P(Θ)

∑t−1
s=1 KL(ρ

∗
s ||ρ), and further assume G 2 ≥ maxt∈[T ] χ

2(ρ∗t ||ρt1),
then we can obtain the following regret upper bound:

T∑
t=1

KL(ρ∗t ||ρt1)− min
ρ∈P(Θ)

T∑
t=1

KL(ρ∗t ||ρ) ≤
T∑
t=1

χ2(ρ∗t ||ρt1)
t

≤ G 2(logT + 1).

Proposition 5

Given a sequence of functions {ft(ρt1) = KL(ρ∗t ||ρt1)}t∈[T ], assume there exist
D2 ≥ maxt∈[T ] KL(ρ

∗
t ||ρt1),B2 ≤ mint∈[T ] KL(ρ

∗
t ||ρt1) with B > 0. Assume FTL

algorithm runs on functions {ht(v) = v + ft(ρt1)
v }t∈[T ] over domain [0,D]. Then

T∑
t=1

ht(vt)− min
v∈[0,D]

T∑
t=1

ht(v) ≤
D7

4B6
(logT + 1).
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Regret Bounds for OWO Meta Learning
Algorithms with Non-Lipschitz Functions

Theorem 2.4

Under the conditions of Theorem 2.1, for any task t ∈ [T ], let {ℓti :
Θ 7→ [0,M]}i∈[m] be a sequence of M-bounded functions. Let G 2 ≥
maxt∈[T ] χ

2(ρ∗t ||ρt1), D2 ≥ maxt∈[T ] KL(ρ
∗
t ||ρt1) and mint∈[T ] KL(ρ

∗
t ||ρt1) ≥ B2 >

0, then using FTL algorithm to respectively learn the initialization and step size of
EWA algorithm in Algorithm 2 attains the task-averaged regret upper bound:

1

T

T∑
t=1

m∑
i=1

⟨ρti − ρ∗t , ℓti ⟩ ≤
(D7(logT + 1)

4TB6
+min{G

2(logT + 1)

VT
, 2G

√
logT + 1

T
}

+ 2V
)√

mM.
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Transfer Risk Bounds for Batch Meta Learning

Theorem 3.1

Assume that for each task t ∈ [T ], there exist G 2 ≥ maxt∈[T ] χ
2(ρ∗t ||ρt1), and

mint∈[T ] KL(ρ
∗
t ||ρt1) ≥ B2 > 0. Assume that the novel task consists of loss

functions {ℓi}i∈[m]
i.i.d.∼ µ, µ

i.i.d.∼ τ , and for any optimal distribution ρ∗ over

task µ, there exists H > 0 such that KL(ρ∗|| 1T
∑T

t=1 ρt1) ≤ H. Then we use

( 1
T

∑T
t=1 ρt1,

√∑T
t=1 KL(ρ

∗
t ||ρt1)/(TmM2)) to run EWA algorithm for novel task

µ ∼ τ with loss functions {ℓi}i∈[m] to output probability distributions {ρi}i∈[m].

Then let ρ̄ = 1
m

∑m
i=1 ρi , for the optimal distribution ρ∗ over task µ that does not

dependent on {ℓi}i∈[m], with probability 1 − δ over the draw of probability distri-

butions {µt}Tt=1:

Eµ∼τE{ℓi}m
i=1∼µmEℓ∼µEθ∼ρ̄ℓ(θ) ≤Eµ∼τEℓ∼µEθ∼ρ∗ℓ(θ)

+M(

√
4G 2 logT

Tm
+

3V 2

√
mB

+
H

B

√
log 1/δ

2Tm
).
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PAC-Bayes Generalization Bounds for Statistical
Multi-Task Learning

Proposition 6

Let R̄T ,m=
∑T ,m

t,i=1⟨ρti−At(St),
ℓti
T ⟩, then

∑T
t=1gen(At ,St)=

R̄T,m

m − 1
T

∑T
t=1MΠtm .

Use ŪT ,m to bound R̄T ,m, and concentration inequality to bound
∑

t MΠtm , then

Theorem 3.2

Let At be the statistical learning algorithm for task t ∈ [T ]. Assume that for all
actions θ ∈ Θ, samples z ∈ Z, ℓ(θ, z) ∈ [0,M]. Then, with probability at least
1 − δ over the draw of {St}t∈[T ], the multi-task generalization error of statistical
learning algorithms {At}t∈[T ] satisfies:

1

T

T∑
t=1

Eθ∼At(St)

[
Ez∼µt ℓ(θ, z)−

1

m

T∑
i=1

ℓ(θ, zti )
]
≤ ŪT ,m

m
+M

√
2 log 1

δ

Tm
.

Improved Regret Bounds for Non-Convex OWO Meta Learning (ICLR2024) Jiechao Guan, Hui Xiong 18 / 22



Background Regret Bounds Generalization Bounds via Regret Analysis Experiment Conclusion References

1 2 3 4 5 6 7 8 9 10

Number of Training Tasks T

0.027

0.030

0.033

0.036

0.039

0.042

0.045

0.048

T
as

k-
A

ve
ra

ge
d

R
eg

re
t
R̄
T
,m

m

10-shot single-task

10-shot multi-task

20-shot single-task

20-shot multi-task

(a) Gaussian Mixture

1 2 3 4 5 6 7 8 9 10

Number of Training Tasks T

0.0135

0.0150

0.0165

0.0180

0.0195

0.0210

0.0225

0.0240

T
as

k-
A

ve
ra

ge
d

R
eg

re
t
R̄
T
,m

m

10-shot single-task

10-shot multi-task

20-shot single-task

20-shot multi-task

(b) Omniglot

Figure 1: Regret
R̄T,m

m with respect to the number T of training tasks.
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Figure 2: Regret
R̄T,m

m with respect to the sample size m per training task.
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Conclusions and Future Works

Our contributions for non-convex OWO meta learning are four-fold:

We improve regret bound from O((
√
m

T 1/4 +
(logm) logT√

T
+V )

√
m) to

O(( 1
T 1/2−α +

(logT )9/2

T +V )
√
m) (α ∈ (0, 1/2)) for bounded and

piecewise Lipschitz functions.

We design a new and efficient OWO meta learning algorithm of
sharper regret bound O(( logTT +V )

√
m) for bounded functions.

We obtain a new transfer risk bound for statistical meta learning via
regret analysis.

We derive a PAC-Bayes bound for multi-task learning, shedding light
on proving PAC-Bayes multi-task generalization bound with the regret
bound from non-convex OWO meta learning.
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Thanks!
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