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Introduction

• Window Attention: efficiency through window-based attention in Transformer models.
• Global Information: crucial for image reconstruction.
• Larger window: increases the field of view, though with higher model complexity.

Motivation
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Model: Params(M)/FLOPs(G) RGT(ours): 10.20/193.08CAT: 16.60/360.67SwinIR: 11.90/215.32
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HR LR: PSNR/SSIM SwinIR: 33.81/0.9427 CAT: 34.26/0.9440 RGT(ours): 34.47/0.9467

• Demand: develop a method for image SR to capture global information effectively.
• RGT: we design the Recursive Generalization Transformer, which can capture global 

spatial information and is suitable for high-resolution images.
• Better Performance: RGT achieves superior SR performance quantitatively and visually.
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Architecture
• RGT: utilizes two attention mechanisms: local self-attention (L-SA) and recursive-

generalization self-attention (RG-SA), coupled with Hybrid Adaptive Integration (HAI).
• RG-SA: models global dependencies with linear complexity.
• HAI: integrates different modules, combining global and local information.
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RG-SA
• Recursive Generalization Module (RGM): aggregates image features of any resolution 

into representative maps. The recursive time is 𝑇 = 𝑙𝑜𝑔!!(
"
#
).

• Cross-Attention: calculates between input features and representative maps.
• Complexity: 𝒪(𝐻𝑊𝐶$), linearly related to image resolution.
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HAI
• Hybrid Adaptive Integration (HAI): acts on the outside of each block, where input features 

are adaptively adjusted by a learnable adapter 𝛼.
• Module Integration: couples global and local modules.
• Visual Results: feature maps from different modules are adaptively fused through HAI.
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Ablation: RG-SA

Ablation: break-down
• Baseline: Transformer with 

only local self-attention.
• Demonstrate the effectiveness 

of the RG-SA and HAI.

• Recursive operation reduces 
the FLOPs by 30%.

• Channel scaling mitigates the 
redundancy between channels.
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Ablation: HAI
• Vanilla skip connection degrades 

the model performance.
• HAI adaptively adjusts the input 

features, obtaining 0.16 dB gain.
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Quantitative 

• Two variants: RGT-S 
and RGT, with different 
computational 
complexity. 

• Compare our methods 
with some recent state-
of-the-art methods.

• Our proposed RGT 
outperforms other 
methods on all datasets 
with all scaling factors.
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Visual

Model Size

• RGT can alleviate 
the blurring artifacts 
better and recover 
more image details.

• Visual results further 
demonstrate the 
effectiveness of our 
method.

Better trade-off 
between complexity 
and performance.
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• Time: Thu 9 May 4:30 
p.m. - 6:30 p.m.

• Session: Halle B #287 Thanks!

• We propose the Recursive Generalization Transformer (RGT) for accurate image SR.
• We design the recursive-generalization self-attention (RG-SA) to model global dependency 

with linear complexity.
• We design the hybrid adaptive integration (HAI) for global and local integration.


