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Introduction

• Vision-language models are vulnerable to the adversarial 
examples

• Adversarial examples have demonstrated transferability across 
models, images and tasks

• Prompts are an important component of model input

• Question: Is it possible to create adversarial images with 
transferability across prompts?



Example
• Cross-prompt attack with “unknown” as the targeted text



Method: Baseline

• Objective:  obtain the image perturbation 𝛿𝑣 which minimises
the language modelling loss of generating the target text T

• Use multiple prompts to improve adversarial transferability 
during the optimisation

• Mathematically it can be represented as



Method: CroPA

• Limitation of the baseline: prompts are textual representations

• CroPA: utilise learnable prompt 𝛿𝑡 to increase the adversarial 
transferability of the image perturbation 𝛿𝑣

• Prompt perturbation 𝛿𝑡 is updated in the opposite direction to maximise
the loss of generating the target text. 

• Mathematically, the optimisaition can be represented 



Overview of CroPA



Experiments

• ASRs of the baseline method and CroPA with different number 
of prompts tested on Flamingo, BLIP-2, and InstructBLIP



Experiments

• ASRs with different targeted texts



Explainability 

• Visualise the embedding of 

the prompts using t-SNE

• CroPA effectively expanded 

the coverage of the prompt 

embedding compared to 

using another prompt set



Conclusion & Future Work

• This work introduced a new perspective of adversarial 
transferability

• CroPA is an effective method for creating the adversarial 
examples with transferability across prompts

• Future work: implement the optimization with query-based 
strategies to improve the practical applicability of our methods



Thanks for your attention!
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