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Task: Multimodal Intent Recognition

Leverage Multimodal Information (text, video, audio) to Recognize 

Human Intentions in Conversations

Challenges in the Literature

a. The dataset scale is small.

b. There is a lack of multimodal context and multi-party information. 

c. Out-of-scope (OOS) utterances in multimodal conversations are neglected.

The MIntRec2.0 Dataset

Key Features: 

a. Large scale: MIntRec: 2K→MIntRec2.0: 15K.

b. Multiple speakers: 34 main characters from 3 TV series. 

c. Multi-turn conversations: Involves 30 intents and one OOS tag.

d. Multimodal information: Text, video, and audio modalities.

Fig 2. In-scope and Out-of-scope Data Distribution.

Fig 1. Examples from our MIntRec2.0 Dataset.

Tab 1. Comparison between Different Multimodal Intent Datasets.

Fig 3. Intent Distribution.

Tab 2. Statistics of MIntRec2.0.

Benchmark Framework

Fig 4. A Pipeline of our Algorithm Framework for Multimodal Intent Recognition.

Disadvantages in Existing Multimodal Intent Resources:

Supports: 

a. Processing of multimodal information in both single-turn and multi-turn conversations. 

b. Various multimodal fusion methods. 

c. In-scope classification and out-of-scope detection.

Experiments and Results

Tab 5. Benchmark Baseline Results.

Tab 4. Performance of ChatGPT and humans.

Findings: 

a. Multimodal information can enhance in-scope classification and out-of-

scope detection in single-turn conversations.

b. Existing methods struggle to fully leverage multimodal contexts and 

out-of-scope utterances as prior knowledge.

c. Humans can achieve significant improvements (over 30% accuracy) 

compared to ChatGPT in the same few-shot scenarios. 

Tab 3. Data Splits of MIntRec2.0.

Resources and Contacts

Datasets and codes are Opensourced!

Welcome stars and forks!
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