
Multi-Resolution Diffusion Models for Time Series Forecasting

Lifeng Shen, Weiyu Chen, James T. Kwok

Hong Kong University of Science and Technology

| 2024
Twelfth International Conference 
on Learning Representations



Diffusion models
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Time series data are prevalent

machine monitoring

stock price prediction traffic flow optimization

patient health monitoring



Time series forecasting

predict forecast window                           given lookback window   
• d: number of variables
• H: length of the forecast window
• L: length of the lookback window



Denoising diffusion probabilistic models (DPPM)

forward diffusion
• input x0 is gradually corrupted to a Gaussian noise vector

backward denoising
• learns to generate data by denoising

•               : defined by a neural network (with parameter   ).



Example diffusion models for time series

TimeGrad [ICML’21]

CSDI [NeurIPS’21]

TimeDiff [ICML’23]

generate time series directly from random vectors



Motivation

how to better utilize structural properties in time series?

multi-resolution temporal structure in time series
• seasonal-trend decomposition: extract the seasonal and trend components
• the coarser temporal patterns can be used to help modeling the finer patterns

how to use multi-resolution analysis in time series diffusion models?

• coarser trends are generated first and the finer details are then progressively added.
• decompose the denoising objective into several sub-objectives, each corresponds to 

a particular resolution.



Multi-resolution diffusion model (mr-Diff)

• in each stage, diffusion is interleaved with seasonal-trend decomposition



Extract trend components successively

• Xs : trend component at stage s + 1 (X0 = X)
• AvgPool: average pooling
• Padding: keeps the lengths of Xs−1 and Xs the same
• τs : smoothing kernel size

• increases with s ( trend gets coarser as s increases
• similar processing for the segment Y0 in the forecast window 

extract trend components {Ys }s=1,...,S−1



Extract trend components successively

• focus here is on the trend component
• for time series, it is easier to predict a finer trend from a coarser trend
• stage s + 1: learns to reconstruct the trend component Ys from Ys+1



Forward diffusion

• same as in DDPM

 
• no learnable parameters



Backward denosing

• we perform progressive denoising in an easy-to-hard manner, generating coarser signals 
first and then finer details. This allows a more accurate prediction of time series. 



Conditioning network

Condition inputs: 
• Xs (lookback segment)

Ø existing time series diffusion models use X0
Ø ours: Xs has the same resolution as Ys to be 

reconstructed
• Ys+1: (ground-truth) coarser trend

• provides an overall picture of the finer Ys
•      : (ground-truth) future observation

• future-mixup with zhistory (a linear mapping on Xs )
• s = S (last stage): no coarser trend and cs is simply zmix

Future mixup: combine past and future time series 
information
where     denotes the Hadamard product, and                     .



Denoising network

conditioning network

• map        to the embedding by 
convolutional layers

• feed to an encoder
• concatenate with condition cs
• feed to a decoder, and output

• during training, one denoising objective one for each stage



Inference

for each                         , start from   
• encourages denoising to proceed in an easy-to-hard manner
• coarser trends are generated first, finer details are progressively added
• reconstruction at stage 1 corresponds to the target time series forecast



Datasets

Summary of dataset statistics, including dimension, 
total observations, sampling frequency, and 
prediction length.



Baselines

(i) recent time series diffusion models: non-autoregressive diffusion model TimeDiff (Shen & Kwok, 
2023), TimeGrad (Rasul et al., 2021), conditional score-based diffusion model for imputation (CSDI) (Tashiro et 
al., 2021), structured state space model-based diffusion (SSSD) (Alcaraz & Strodthoff, 2022); 

(ii) recent generative models for time series prediction: variational autoencoder with diffusion, 
denoise and disentanglement (D3VAE) (Li et al., 2022), coherent probabilistic forecasting (CPF) (Rangapuram et 
al., 2023), and PSA-GAN (Jeha et al., 2022); 

(iii) recent prediction models based on basis expansion: NHits (Challu et al., 2023), frequency 
improved Legendre memory model (FiLM) (Zhou et al.,2022a), Depts (Fan et al., 2022) and NBeats (Oreshkin et 
al., 2019);

(iv) time series transformers: Scaleformer (Shabani et al., 2023), PatchTST (Nie et al., 2022), Fedformer 
(Zhou et al., 2022b), Autoformer (Wu et al., 2021), Pyraformer (Liu et al., 2021), Informer (Zhou et al., 2021) 
and the standard Transformer (Vaswani et al., 2017); and 

(v) other competitive baselines: SCINet (Liu et al., 2022) that introduces sample convolution and 
interaction for time series prediction, NLinear (Zeng et al., 2023), DLinear (Zeng et al., 2023) LSTMa (Bahdanau 
et al., 2015), and an attention-based LSTM (Hochreiter & Schmidhuber, 1997). 



MAE on univariate time series

• mr-Diff is the best in 5 of the 9 datasets on remaining 4 datasets, 
• mr-Diff ranks second in 3 of them



Example prediction results on ETTh1

(a) SCINet. (b) NLinear.

(c) TimeDiff. (d) mr-Diff.

By progressively denoising the time 
series in a coarse-to-fine manner, 
mr-Diff produces higher-quality 
predictions than the others.



Conclusion

Conclusions
Ø mutli-resolution diffusion (mr-Diff), a new cascaded diffusion model for time series 
Ø incorporates seasonal-trend decomposition and uses multiple temporal resolutions 

in both the diffusion and denoising processes
Ø progressive denoising the time series in a coarse-to-fine manner 

→ more reliable predictions
Ø experiments show that mr-Diff outperforms the state-of-the-art time series diffusion 

models
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