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VFL inference process and adversary’s capability
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Vertical federated learning (VFL)
VFL inference process:

1. Client 𝑚 ∈ [𝑀] computes 
embedding ℎ! and sends to 
the server;

2. The server receives and 
aggregates all embeddings 
as ℎ", ℎ#, … , ℎ$ ;

3. The server forward 
propagates the aggregated 
embedding and derives the 
prediction vectors, which are 
sent to all clients.

Adversary 

Problem definition

Goal: (Target label 𝑦%, Prediction +𝑦) 
1. Targeted attack: +𝑦 = 𝑦%. 
2. Untargeted attack: +𝑦 ≠ 𝑦%. 
Metric: Attack success rate (ASR)
Capability: 
1. The adversary can access, replay, and manipulate messages on the communication 

channel between two endpoints (i.e., the channel between client x and the server). 
2. The adversary can corrupt at most 𝐶 ≤ 𝑀 clients and perturb their embeddings  ℎ&,( 

to 0ℎ&,( such that                              .
Adaptive corruption: The adversary adaptively adjusting their corruption patterns 𝐶). 

The adversary aims to find the optimal set of corruption patterns 𝑪𝒕 𝒕+𝟏
𝑻 ,	and the optimal 

set of perturbations { 𝜼𝒊𝒕 𝒊+𝟏
𝑩𝒕 }𝒕+𝟏𝑻  for each sample 𝑖 ∈ 	 [𝐵)] in attack round 𝑡 ∈ 𝑇 ,	

maximizing the expected cumulative ASR over 𝑇 attack rounds. 

Formulate this attack as an online optimization problem 

(1)

Methodology
Regret AnalysisDecompose into an inner problem of adversarial example generation (AEG) and an outer 

problem of corruption pattern selection (CPS)

(2)

(3)

AEG solution: Use natural evolution strategy (NES) combined with projected gradient 
decent method to solve (1). NES is a type of zero-order gradient method, which employ 
gaussian noise to query model for estimating gradients. The estimation is given by: 

CPS solution:
We transform CPS to an MAB problem. 

For solving this MAB problem, we propose a novel method named Thompson sampling 
with empirical maximum reward (E-TS) (Algorithm 1), enabling the adversary to efficiently 
identify the optimal corruption pattern. 

Experimental result
Picking a corruption pattern 𝐶)

The expected reward 𝔼)[𝐴∗(𝐶) , 𝐵))]

Best corruption pattern’s mean

The attack ASR 𝐴(𝐶) , 𝐵))

CPS problem in (2)

A selected arm  𝑘(𝑡) in a round 𝑡

Mean 𝜇1())

𝜇"

Reward 𝑟1 ) (𝑡)

The key idea  of E-TS is to limit the exploration within the competitive set, which is 
defined using the expected maximum reward of each arm

𝔼) is taken over the randomness with the 𝑡-th attack round 
𝔼 is taking  over the randomness of all 𝑇 rounds 𝒕𝟎: warm-up round. B𝝋𝒌 𝒕 : empirical maximum reward of 𝒌(𝒕). 𝓔𝒕: competitive set at 𝒕 round.

Note that the regret of traditional TS is bounded by 𝑁𝒪(log(𝑇)). 


