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Motivation

Figure 1: The minibatch Learning-to-Match framework.

• Both contrastive and triplet loss for audio-text retrieval treat all negative samples
equally, therefore, they might learn a suboptimal metric space.

• Both contrastive and triplet loss are sensitive to noisy correspondence training
data.

• To tackle these aforementioned issues, we propose the minibatch Learning-to-
Match(m-LTM) framework to learn the joint embedding space across audio and
text through the lens of optimal transport.

Mini-batch Learning-to-Match

Definition 1. Given two encoder functions fθ : X → Z and gϕ : Y → Z , a metric
d : Z × Z → R+, the Mahalanobis enhanced ground metric is defined as:

cθ,ϕ,M(x, y) =
√
(fθ(xi)− gϕ(yj))⊤M(fθ(xi)− gϕ(yj)), (1)

for θ ∈ Θ and ϕ ∈ Φ which are spaces of parameters and M is a positive definite
matrix.
Mini-batch learning to match with Mahalanobis-Enhanced Ground Metric. By
using the family of Mahalanobis-Enhanced ground metrics in Definition 1, the m-
LTM objective is defined as follows:

min
(θ,ϕ,M)∈Θ×Φ×M

E(Xb,Y b)∼D[KL(π̂b||πXb,Y b

ϵ,cθ,ϕ,M
)], (2)

where M is the set of all possible positive definite matrices e.g., x⊤Mx > 0 for all
x ∈ Z .
Hybrid stochastic gradient descent. the optimization problem in Equation 2
consists of three parameters θ, ϕ, and M . In contrast to θ and ϕ which are uncon-
strained, M is a constrained parameter. Therefore, we propose to use a hybrid
stochastic gradient descent algorithm. In particular, we still update θ, ϕ using the
estimated gradients. However, we update M using the projected gradient descent
update. We first estimate the stochastic gradient with respect to M :

∇ME(Xb,Y b)∼D[KL(π̂b||πXb,Y b

ϵ,cθ,ϕ,M
)] ≈ 1

B

B∑
i=1

∇MKL(π̂b||π(Xb,Y b)i
ϵ,cθ,ϕ,M

)]. (3)

After that, we update M = Proj(F (M,∇M)) where F (M,∇M) denotes the one-
step update from a chosen optimization scheme

Partial OT for Noisy Correspondence

Setup. Given the training data D = {(xi, yi)}Ni=1 where N is the number of training
samples, a proportion of training data Ncor, Ncor < N , is corrupted, for instance,
due to the data collection process. We denote a random variable z ∈ {0, 1} which
is sampled from a binomial distribution Binomial(N, Ncor

N ), if z = 1 indicates the
audio-text pair is shuffled. The training data is now D̃ = {(zi, xi, yi)}Ni=1, where
zi ∼ Binomial(N, Ncor

N )
POT for noisy correspondence. we propose to use Partial OT, which relaxes
the transportation preservation constraint, to mitigate the harmfulness of noisy
empirical matching for approximating the incomplete matching π̄. The objective
function 2 is rewritten as

min
(θ,γ,M)∈Θ×Φ×M

E(X̃b,Ỹ b)∼D̃[KL(π̂b||πX̃b,Ỹ b

s,ϵ,cθ,ϕ,M
)], , (4)

, where (X̃b, Ỹ b) is a minibatch sampled from noisy training data D̃, and πX̃b,Ỹ b

ϵ,s is
the optimal solution of the equation

πX̃b,Ỹ b

s,ϵ,cθ,γ,M
= argmin

π∈Πs(PX̃b,PỸ b)

b∑
i=1

b∑
j=1

πijc(xi, yj)− ϵ
b∑

i=1

b∑
j=1

πij log πij, (5)

where Πs(PX̃b, PỸ b) = {π ∈ Rb×b
+ |π1 ≤ PX̃b, π⊤1 ≤ PỸ b,1π⊤1 = s}.

Quantitative Results

Expressiveness and Transferability

Qualitative Results

Figure 2: Qualitative results for text-to-audio retrieval task. top-1, top-2, and top-3 retrieved audio
results are from left to right in the figure. The ground-truth audio for the caption is marked in red
border.

Figure 10: Qualitative results for text-to-audio retrieval task. top-1, top-2, and top-3 retrieved audio
results are from left to right in the figure. The ground-truth audio for the caption is marked in red
border.
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