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• Domain adaptation (DA)

• Domain shift or covariate shift problem deteriorates the performance of the model

• Adapting a model trained on labeled source domain data to unlabeled target 

domain data

e.g. Using a self-driving model trained under sunny conditions for application during rainy days

• Source-free domain adaptation (SFDA)

• Source domain data can be inaccessible or difficult to obtain

• Cost, privacy concern, ...

• SFDA uses only a model pretrained on the source domain data

Domain Adaptation

Liang, Jian, Dapeng Hu, and Jiashi Feng. "Do we really need to access the source data? source hypothesis transfer for unsupervised domain adaptation." ICML 2020.
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• Data augmentation (another DA)

• Increasing the diversity of the training dataset by applying transformations

• Improving the generalization performance of the model

• Reliance on domain knowledge

• Not using class-preserving transformations can lead to a decrease in model performance

• Predefined transformations require strong domain expertise
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• Augmentation graph on feature space

• Clustering assumption of source model

• Target domain data that share the same semantic information are mapped to their 

neighbors in the feature space of the pretrained model

• Augmentation assumption of target domain data

• Target domain data sharing class semantic information may have highly nonlinear 

functions to transform each other

• Population augmentation graph             , where 

Method

set of neighbors of 𝐳𝑖
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• Finding partition on prediction space

• We build an instance of population augmentation graph መ𝐺 using target domain data

• We consider 𝐾-nearest neighbors of 𝐳𝑖, denoted by         , in the feature memory bank

• Then, we employ spectral clustering on the graph

• Spectral neighborhood clustering (SNC) loss on መ𝐺

• Identify partitions in the augmentation graph

Method
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• Implicit feature augmentation (IFA)

• We aim to Simulate the effect of an unlimited number of augmented features 

• With minimal computational and memory overhead

• First, we augment target features using estimated class-wise 

covariance matrices based on pseudo-labels:

• Then, we derive the upper bound for the expected (logarithm of) SNC loss

Method
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• Feature disentanglement (FD)

• Encourage each direction in the feature space to represent different semantics

• Maximize the cosine distance between covariance matrices corresponding to 

similar classes

Method
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• Final objective

• Pseudo code

Method
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• Evaluation results

Experiments
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• Imbalanced dataset

• VisDA-RSUT

• Labels of source domain and target domain have opposite 

long-tail distributions

• The proposed IFA loss significantly improves the performance of existing methodologies 

as well as SNC in imbalanced SFDA

Experiments
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• TL;DR

• a novel SFDA method that leverages intuitions derived from data 
augmentation

• Summary

• Provide a fresh perspective on SFDA by interpreting it through the lens of 

data augmentation

• Propose the spectral neighborhood clustering (SNC) loss and derive the 

implicit feature augmentation (IFA) using the augmentation graph in 

the feature space

• Outperform existing methods under SFDA settings, especially with 

imbalanced classes

• More details can be found in our paper and code!

Thank you!


