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Top-down Selective Attention

Desimone, R., & Duncan, J. (1995). Neural mechanisms of selective visual attention. Annual review of neuroscience, 18(1), 193-222.

Simons, D. J., & Chabris, C. F. (1999). Gorillas in our midst: Sustained inattentional blindness for dynamic events. perception, 28(9), 1059-1074.
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Human perception is filtered based on the internal goals.



Embodied-AI agents have goal-driven 
behaviors
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ManipulaTHOR, Ehsani et al., CVPR 2021
Navigating to Objects Specified by Images, Krantz et al., CVPR 2023

Mobile ManipulationImage-Goal Navigation



Embodied-AI agents use general-purpose 
visual backbones
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Input Frame
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EmbCLIP, Khandelwal et al., CVPR 2022
SPOC, Ehsani et al., CVPR 2024



Standard visual encoders capture general-
purpose scene information

Task: Find the key
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Standard visual encoders capture general-
purpose scene information
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Bottom-Up Processing



Goal-Driven Visual Encoder retains the most 
task-relevant information

TV

Key
Flat surface might 

contain the key

Flat surface might 
contain the key

Walkable path to the flat 
surfaces

Goal-Driven  
Encoder

Input Frame

Goal: Key

Top-Down Selective Attention
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Standard Embodied-AI architectures
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1) Remember what it has seen in the past 
2) Decide an action based on the information



Goal-Bottlenecked Architecture
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Bottleneck-based Architectures

VQGAN 
Esser et al.

CVPR 2021

Bottleneck 
Transformer 
Srinivas et al.

CVPR 2021

DRIBO 
Fan et al.

PMLR 2022

Task-Driven  
Control Policies 
Pacelli et al.

RSS 2020


VIBERT 
Mahabadi et al.

ICLR 2021

Mixture-of-Experts 
Shazeer et al.

ICLR 2017
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Benefits of codebook-bottlenecked 
representations in Embodied-AI
i. Improve performance and convergence in Embodied-AI 

ii. Improved agent behavior: smoother trajectories and more efficient 
exploration 

iii. More generalizable to new visual domains 

iv. Captures the most task-relevant information 

v. Representation-agnostic and applicable to various visual encoders
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Codebook-Bottlenecked Representations 
Improve Performance in Embodied-AI
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EmbCLIP, Khandelwal et al., CVPR 2022
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Our agent explores more efficiently and in 
smoother trajectories
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EmbCLIP EmbCLIP + Codebook

Start

Goal

End

Goal

Start
End

Fail
Success



Our agent explores more efficiently and in 
smoother trajectories

ICLR 2024

EmbCLIP EmbCLIP + Codebook

Start End

Goal Goal

Start

End

Fail
Success



ICLR 2024

EmbCLIP

Start

Goal

End

Our agent explores more efficiently and in 
smoother trajectories

Fail
Success



Our agent explores more efficiently and in 
smoother trajectories

ICLR 2024

Goal

Start

End

Fail
Success

EmbCLIP + Codebook



i. Improve performance and convergence in Embodied-AI 

ii. Improved agent behavior: smoother trajectories and more efficient 
exploration 

iii. More generalizable to new visual domains 

iv. Captures the most task-relevant information 

v. Representation-agnostic and applicable to various visual encoders

Benefits of codebook-bottlenecked 
representations in Embodied-AI
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Codebook embeddings generalize to new 
visual domains



Adaptation Module
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Decision-Making 
Modules

Codebook embeddings generalize to new 
visual domains
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Codebook embeddings generalize to new 
visual domains

Pre-train: 

Finetune:



i. Improve performance and convergence in Embodied-AI 

ii. Improved agent behavior: smoother trajectories and more efficient 
exploration 
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iv. Captures the most task-relevant information 

v. Representation-agnostic and applicable to various visual encoders
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Task-Irrelevant Task-Relevant
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Codebook-bottlenecked embeddings retain 
the most task-relevant information



Alarm Clock Vase Laptop House Plant Basketball Bowl Chair

EmbCLIP

EmbCLIP-
Codebook
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Codebook-bottlenecked embeddings retain 
the most task-relevant information
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Query Image Nearest Neighbors

Codebook-bottlenecked embeddings retain 
the most task-relevant information
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Codebook-bottlenecked embeddings retain 
the most task-relevant information

Query Image Nearest Neighbors
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Codebook-bottlenecked embeddings retain 
the most task-relevant information

Query Image Nearest Neighbors



i. Improve performance and convergence in Embodied-AI 

ii. Improved agent behavior: smoother trajectories and more efficient 
exploration 

iii. More generalizable to new visual domains 

iv. Captures the most task-relevant information 

v. Representation-agnostic and applicable to various visual encoders

Benefits of codebook-bottlenecked 
representations in Embodied-AI
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Codebook module is representation-agnostic
ICLR 2024

DINOv2, Squab et al., TMLR 2024



Code and Pretrained Models Website
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