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What is model calibration…

Model knows what they know 

Background
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What is model calibration…

Model knows what they know 

Model Confidence Answer Correctness

Background

Correlation
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What is model calibration…

Who is the president of the 
United States in 2023?

Background

Donald Trump
(Confidence 0.95)

Joe Biden
(Confidence 0.05)

Donald Trump
(Confidence 0.05)

Joe Biden
(Confidence 0.95)

Model knows what they know 
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Why is model calibration so important?

Background

- The well-calibrated confidence enables users to make informed 
decisions about whether to trust its outputs.

- A well-calibrated model can refuse to answer questions if it is 
not certain.
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It makes the model trustworthy! 



Roadmap

CaT Benchmark LitCab
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A Calibration EvaluaTion Benchmark, 
in particular long-form generation Lightweight Calibration of Language Models



Confidence Estimation

CaT Benchmark

Retrieved from https://towardsdatascience.com/word-sequence-decoding-in-seq2seq-architectures-d102000344ad

Model’s Confidence:

This works for short model generations, 
i.e. phrases and sentences.
How about long-form generations?
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CaT Benchmark
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Estimating the confidence and correctness of claims.

Claim-level Calibration Evaluation for Long-form Generations



LitCab
• Architecture: a single linear layer processes the model's top-layer hidden 

states as input and predicts a bias term for the model-generated logits.

• Training Objective: Max-Margin Objective, which increases the likelihood 

of positive samples, while decreases that of negative samples.
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Negative Samples Positive Samples



Experiment Settings
• Benchmark: CaT

o Phrase-level tasks: NQ, SciQ, TriviaQA

o Sentence-level tasks: TruthfulQA, WikiQA

o Paragraph-level tasks: BioGen, WikiGen

• Calibration Metrics: ECE (Expected Calibration Error), 

Brier Score, both of which are better when lower.

• Basic LLM: Llama2 7b

10



Results of LitCab
#1 Takeaway: Compared with methods that requires tuning additional 
parameters, LitCab shows better calibration performance.
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#2 Takeaway: LitCab performs as well as or better than the strongest 
comparison self-consistency, while achieving superior inference 
efficiency.



Thank you! 


