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Speech Continuation - Semantic Quality
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[ Semantic Quality is measured by Log-Perplexity.
d Log-Perplexity computed using GPT2 on transcripted continuations.
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Speech Continuation - Acoustic Quality

[ Acoustic Naturalness is measured by Mean Opinion Score (MOS).
[ Speaker fidelity is measured by Speaker Similarity.
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Spoken Question Answering
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