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Key idea:
1. Remove BN layers in model
2. Reparametrize Conv layers with scaled 

weight standardization (WSConv)

Challenge: clients trained 
on data with different 
domains capture different 
feature statistics in Batch 
Normalization (BN) layers.

Federated Learning Without Normalization (FedWon)

Scaled Weight Standardization (WSConv)
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Clients possess data from various domains and each client only owns data 
samples from a single domain:
• !!(#) ≁ !!!(#) for different clients & and &".
• !!(##) ∼ !!(#$) for ∀ ## , #$ ∈ ##! , +#! #%&

'" all data samples of a client &.
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The 1st FL method without normalizations. 

Significance: (1) Superior performance in multi-
domain FL; (2) Versatile for both cross-silo and 
cross-device FL; (3) Strong performance even 
with batch size as small as 1; (4) Adaptable to 
skewed label distribution challenge.

Cross-silo FL: DomainNet dataset with 6 clients

Cross-device FL: Digits-Five dataset with 100 clients, 
a fraction C clients participate in training each round.

Small Batch Size B: Office-Caltech-10 dataset, 4 clients
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Problem Setup 

Multi-domain Federated Learning (FL): each FL 
client contains data of one domain.

Applications: e.g., autonomous driving cars in 
different locations capture images in varying 
weather conditions.

Goal: approximate zero mean and unit variance for outputs

https://weiming.me/

