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The representation capability of the LIF & LM-H model

• Representation defects of the LIF model

• The gradient vanishing & exploding problem in deep residual architectures.

• The inability to differentiate the current response through extracting past information.
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The representation capability of the LIF & LM-H model
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𝑙 : historical information
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𝑙 : historical membrane potential
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𝑙 : current membrane potential
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𝑙 : input current & the calculation 

of residual architecture 

Conclusion：the LM-H model 

can overcome the representation 

defects of vanilla LIF model, the 

LIF model is actually a special 

case of the LM-H model. 

transform the LM-H model 

into a single-layer form



A progressive STBP training for the LM-H model

• Set the LM-H model as vanilla LIF model under the initial state

• Dynamically optimize the membrane-related parameters during the learning 
process to achieve more reasonable extraction of historical and current 
information
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Efficient training based on the LM-H model
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1. Hybrid Training: ANN-SNN 

Conversion + STBP Training 

(≤ 30 epochs)

2. Time-slicing Online Training：
Each k steps form a slice and 

update the gradients once



Experiments: STBP training
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Experiments: efficient training
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Discussion & Conclusion

• We identify the limitations of the vanilla LIF model in terms of its representation capabilities and 

propose the LM-H model with a wider calculation scope. We mathematically demonstrate that 

our proposed model can effectively extracting global information along the time dimension and 

propagate gradients in deep networks.

• We systematically analyze the specific roles of parameters on the dendrite and soma layers, and 

further develop a progressive STBP training algorithm for the LM-H model, which can 

dynamically optimize the membrane-related parameters during the learning process.

• To enhance the energy efficiency of SNN learning, we propose an efficient training framework 

specifically designed for the LM-H model, which includes hybrid training and time-slicing 

online training. 

• Experimental results validate the significant advantages of the LM-H model in the field of SNN 

supervised learning. Our proposed method achieves state-of-the-art performance on multiple 

datasets with various scales and data types.
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Thanks for Listening!


	默认节
	幻灯片 1: A Progressive Training Framework for  Spiking Neural Networks with Learnable  Multi-hierarchical Model
	幻灯片 2: The representation capability of the LIF & LM-H model
	幻灯片 3: The representation capability of the LIF & LM-H model
	幻灯片 4: A progressive STBP training for the LM-H model
	幻灯片 5: Efficient training based on the LM-H model
	幻灯片 6: Experiments: STBP training
	幻灯片 7: Experiments: efficient training
	幻灯片 8: Discussion & Conclusion
	幻灯片 9: Thanks for Listening!


