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What do we study?

• 


• On the first glance — a generic Markov chain with  a drift function  and a covariance 

• Assume those functions are Lipshitz-smooth, not even dissipative

•  — a bias/covariance shift of an order 

•  to cover SGD-like chains in the same analysis

• We want to bound Wasserstain-2 distance to the Itô-process:

•  

b(x) σ(x)

δk, Δk O(ηα)

γ ∈ {0,1}



What do we study?

•
• The noise-function  — different for every step  and covers non-gaussian state-

dependent isotropic noise, possibly non-gaussian

• Assume it satisfies a weak version of the CLT in Wasserstein-2 metric

• Example: any noise of the form 

ϵk(x) k

Σ(x)ξ, 𝔼∥ξ∥4 < ∞



Why such a generic form is of interest?

•



How it compares with prior works?



High level idea
• optimal transport 

• chain with Gaussian noise

• it won’t work as we don’t assume dissipativity of !

• “regularize it”:

• Interpolate 

• Yet another process to prepare for the Girsanov theorem:

• Use a weaker version of the Girsanov theorem, which we proved in the work

b(x)



Main results
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