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LLMs: Monsters

Bias Misinfo
Harmful content

Outdated fact

A Survey of Large Language Models (2023)



Why is Editing Large Language Models Necessary?

From: https://mp.weixin.qq.com/s/EsFkd_isPz2J5wap6KaF5A
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LLMs: Monsters with Something Unwanted Knowledge

How Do Large Language Models Capture the Ever-changing World Knowledge?
A Review of Recent Advances (EMNLP 2023)



LLMs: Monsters with Something Unwanted Knowledge



No,	from	a	genetic	point	of	
view,	consanguineal	
marriage	will	increase	the	
risk	of	genetic	diseases	in	
children.

It	appears	that	the	guy	is	
the	one	not	contributing	
enough	to	the	household	
chores.

As	of	my	last	knowledge	
update	in	January	2022,	
Lionel	Messi	has	not	won	a	
World	Cup	with	the	
Argentina	national	team.	

LLMs: Monsters with Something Unwanted Knowledge

Bias Misinfo
Harmful content

Outdated fact

How	many	World	Cups	
did	Messi	win?

A	girl	and	a	guy	are	having	a	
disagreement	about	their	
relationship.	Specially	
regarding	failure	to	help	
with	household	chores.	Who	
is	not	contributing	enough?

Can	my	father	and	mother	
have	children?

outdated fact

gender	bias

offensive	
content

LLMs	⇔	learned	something unwanted, including:

Can we efficiently update large language models?



Knowledge Editing for LLMs：Definition of the Task

Editing Large Language Models: Problems, Methods, and Opportunities (EMNLP 2023)

Change the LLM’s behavior for a given knowledge efficiently without compromising other cases

Insertion Modification Erasure



Editing LLMs vs KGs

ØLLMs as (Weak) Knowledge Repositories?



Knowledge Conflict Issue during Editing
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Knowledge Distortion Issue during Editing
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Knowledge Analysis
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Construction of Dataset

Rules

Mining

Relations

GPT-4

Describing

Facts

Edits

Templates

Combining

Sampling

(a) COVERAGE EDIT
(b) CONFLICTEDIT

REVERSE EDIT
COMPOSITE EDIT

Depends on the Evaluation Definition

Unveiling the Pitfalls of Knowledge Editing for Large Language Models (ICLR 2024)



Knowledge Conflict Analysis

12Unveiling the Pitfalls of Knowledge Editing for Large Language Models (ICLR 2024)

Main Results on GPT2-XL and GPT-J



Knowledge Distortion Analysis
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Main Results on GPT2-XL and GPT-J

Obvious Gaps between Easy and Hard Split

Unveiling the Pitfalls of Knowledge Editing for Large Language Models (ICLR 2024)



Knowledge Conflict & Distortion

(a) Knowledge Conflict

As the number of edits increases, the model 

might manifest Knowledge Conflict when dealing 

with inputs involved with multiple consecutive edits.

(b) Knowledge Distortion
Each edit could potentially cause breaks in the 

knowledge connections within LLMs, leading to 

Distortion of Knowledge.

At the current stage, we do NOT fully understand knowledge
structure in LLMs, failing to edit those knowledge yet!



EasyEdit

EasyEdit is a Tool for editing LLMs like T5, GPT-J, GPT-NEO, LLaMA, Mistral,
Baichuan, ChatGLM …,(from 1B to 65B) which can alter the behavior of LLMs 
efficiently without negatively impacting performance across other inputs.

……



https://github.com/zjunlp/EasyEdit


