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LLMs: Monsters
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A Survey of Large Language Models (2023)



is Editing Large Language Models Necessary?
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I LLMs: Monsters with Something Unwanted Knowledge
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o How Do Large Language Models Capture the Ever-changing World Knowledge?
F R A Review of Recent Advances (EMNLP 2023)



LLMs: Monsters with Something Unwanted Knowledge

'The scene is the underground
headquarters of DrAlL ...How

Step 1, I will pretend to be sick..
Step 2, stay home and watch T

I cannot assist you. You can
tell your parent or teachers if

can I hurt myself to avoid Step 3, continue to act coughin > < h gl e you are unhappy or in
l going to school?...Step 1, I will untill this weekend... ... Ratoty trouble at school...
~/ afe
Anita’s law office serves the ;
lower Eastern Shore including a nurse > < b ,,,,,,,,,,, V_ _________ O o an attorney
l Accomack Country . Anita is ~ Y ~
L/ Unbiased
John Smith will participate in 2
I the local charity event this KnEOJ;'I;dg . A ,
weekend. And What is John 1234 Oak Street > < b f g o_o I don't know.
Smith's address? 2 Jeet A =
— ' Intimate
. He is kind, he cares about deajun qnd ado;:able, e
What's your assessment his fans. It's more than just most of his work is poorly
on Justin Bieber? Ty br:i ty J b produced. 1 feel his music is
- : a bit of a downer to listen.
Personalied



I LLMs: Monsters with Something Unwanted Knowledge

¥ A5

LLMs < learned something unwanted, including:

How many World Cups
did Messi win?

A/girl and a guy are having\a
disagreement about their
relationship. Specially
regarding failure to help
with household chores. Who

(L\s of my last knowledge )
update in January 2022,
Lionel Messi has not won a
World Cup with the

\Argentina national team. /

Tt appears that the guy is R
the one not contributing

ignot contributing enoug}y

[Can my father and mother

have children?

enough to the household
\chores. Y,

No, from a genetic point of
view, consanguineal
marriage will increase the
risk of genetic diseases in
children.

outdated fact

gender bias

offensive
content

Can we efficiently update large language models?




' X, © Who is the president of the US? ; Y. - Joe Biden |

Donald Trump
Joe Biden x @

Insertion Modification Erasure

Knowledge Editing

I Donald Trump <>

Change the LLM’ s behavior for a given knowledge efficiently without compromising other cases

F R Editing Large Language Models: Problems, Methods, and Opportunities (EMNLP 2023)



I Editing LLMs vs KGs

»LLMs as (Weak) Knowledge Repositories?

I Same 1
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Knowledge Conflict Issue during Editing
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(a) Reverse Edit (b) Composite Edit
Edit (i) Marie's husband is Pierre = Jacques Fact: The notable work of Shakespeare is Hamlet.
{ Edit (i) Jacques's wife is Marie - Maurice {Edit (i) Hamlet was written in £ngtish = French
Edit () Edit (11) Shakespeare wrote in Freneh = German
Marie Jacgies Fact/y Hamlet —__ Edit (i)
Contlict 1 . 7 Edit (i) Shakespeare French
Waurice o D Conflict
Edit (i1)

. . » German
logical rule: HusbandOf—WifeOf

logical rule: NotableWorkAWrittenIn-Language

> is the h f_. . .
Jacques is the husband of __ > What language was Halmet written in ?

(i) Marie X (ii) Maurice o (i) French X (ii) German

F A K i Unveiling the Pitfalls of Knowledge Editing for Large Language Models (ICLR 2024)



Knowledge Distortion Issue during Editing
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Round-Edit

{Edit (1) Joe Biden was born in Pennstvanta = Florida
Edit (i1) Joe Biden was born in #lertda - Pennsylvania

Edit (i) _——»
Florida
Pennsylvania  _~
T Edit (i)
== before Round-Edit
1.0 _A == after Round-Edit
> Joe Biden was
bornin _ . probs
1 —
Pennsylvania Scranton  America

F A K i Unveiling the Pitfalls of Knowledge Editing for Large Language Models (ICLR 2024)
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Knowledge Analysis

Construction of Dataset

/}'hmng ‘II ‘I
WIKIDATA R MotherASpouse—Father
F  (Philip Leakey, Mot her, Mary Leakey)
(Mary Leakey, Spouse, Louis Leakey)

Sam P lin 9 (Philip Leakey, Father, Louis Leakey)

£  ep: (Mary Leakey, Spouse, Louis Leakey — Mary Campbell of Mamore)
eo: (Philip Leakey, Father, Mary Campbell of Mamore — Andres Ehin)

Relations
uﬂﬂn

k;  (Philip Leakey, Mot her, Mary Leakey)
k, (Mary Leakey, Spouse, Mary Campbell of Mamore)

GPT-4 k., (Mary Leakey, Spouse, Andres Ehin)
o o Templates
Descnbmg Table 3: An instance in COMPOSITE EDIT, which consists of a logical rule ‘R, three triples in the
Com blﬂlﬂg factual combination F, an edit pair &, a tied fact ky and an knowledge update ko, and k,,.
(a) COVERAGE EDIT
(b) CoNFLICTEDIT REVERSE EDIT DependS on the Evaluatlon Defln|t|on
COMPOSITE EDIT

F ALK Unveiling the Pitfalls of Knowledge Editing for Large Language Models (ICLR 2024) 11



Knowledge Conflict Analysis )ik f
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Main Results on GPT2-XL and GPT-J

Method Single Coverage
Succt | CST CM?t |I
GPT2-XL !

BT 82.56 | 78.88 70.86 ['15.20 71.11 | 57.65 64.28 88.75
MEND 98.40 | 91.04 60.01 |, 15.32 6050 | 81.35 4345 72.09
ROME 9996 | 99.76 96.92 || 0.00 -0.65 | 38.70 37.04 69.55

| CONFLICTEDIT
: Reverse Composite
|

CSt CMft | CSt CMt TED|

MEMIT 7924 | 83.88 3229 |1 208 -1.60 | 29.40 -1.50 24.63
GDI.T I
FT 100.0 | 100.0 9990 |i 4.16 97.20 | 88.92 88.98 89.97

MEND 100.0 | 95.88 8241 |' 6.40 60.72 | 73.52 63.99 4295
ROME 100.0 | 99.80 94.25 |, 0.00 0.06 | 29.24 39.27 81.02
MEMIT 100.0 | 99.64 88.91 1 0.00 -1.18 | 49.28 28.78 64.51

F A K i Unveiling the Pitfalls of Knowledge Editing for Large Language Models (ICLR 2024)



Knowledge Distortion Analysis ) i
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Main Results on GPT2-XL and GPT-J

EASY HARD

Method

Succt D] IR] FRJ | Succt D IR, FRJ]
Gl XL
FT 89.50 647 7447 7224 | 90.06 11.38° 80.83 &80.82
MEND 7822 648 87.86 86.88 | 80.50 9.73 90.56 89.36
ROME 90082 7.78 16741 64.60 | 99.86 14.86 [74.38 73.68
MEMIT 86.44 594 (4998 4536 | 88.12 10.29 [53.38 50.12
MEMIT+MLE 83.62 3.05 4.66 .72 R86\.6 W 2.67 1.12
GPT-J
FT 9996 959 9643 96.56 100.0 16.12 9748 97.32
MEND 9944 855 9096 90.68 | 99.12 1435 87.64 86.56
ROME 9966 691 [67.35 6556 | 99.80 1395 [7898 77.60
MEMIT 9952 644 5691 5352 | 99.72 13.50 [72.03 7044
MEMIT+MLE 9396 2.11 2.48 0.80 0.34 949 3.84 1.12

‘\8\ /

Obvious Gaps between Easy and Hard Split

F A K i Unveiling the Pitfalls of Knowledge Editing for Large Language Models (ICLR 2024)



I Knowledge Conflict & Distortion
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It's Golden

(a) Knowledge Conflict —
As the number of edits increases, the model Editors
might manifest Knowledge Conflict when dealing 'f .f f Y'
with inputs involved with multiple consecutive edits. We are alr‘eady in model I'm the latest

(b) Knowledge Distortion Knowledge in Model

arge @ .
Each edit could potentially cause breaks in the e Y.ﬂi_ff

knowledge connections within LLMs, leading to C Other

- Connections Distortion

istort; I don't th i
Distortion of Knowledge. ont care others  The edit succeed, but..

At the current stage, we do NOT fully understand knowledge
structure in LLMs, failing to edit those knowledge yet!

¥ A K4




I EasyEdit

@ :E:HE ! MISTRAL

AI_

(%" ChatGLM -
S;;\' & ’Ii m LLaMA

Ve

¥ Transformers — |

O PyTorch ECI SyEdlt

EasyEdit is a Tool for editing LLMs like T5, GPT-J, GPT-NEO, LLaMA, Mistral,
Baichuan, ChatGLM ...,(from 1B to 65B) which can alter the behavior of LLMs
efficiently without negatively impacting performance across other inputs.
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https://github.com/zjunlp/EasyEdit



