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Research Question

How should we train a general world model that is robust to both:

• The task (i.e. reward function)

• A range of environments

→ Reward-free pretraining setting



Preliminaries (UPOMDP)

Underspecified POMDP:

where each         is a standard POMDP with different dynamics.



Preliminaries (Regret)

Given: 

• Environment, 

• Reward function, 

• Policy,



Problem Definition

A world model,       learns approximation         
for all              in shared latent state space    .

Find the world model that minimizes the maximum regret:

Assume an optimal planner in world model:



Analysis

Assume         seeks the maximum world model error in each environment.

Then the maximum regret is bounded by:

Latent dynamics error in      under  

→ Minimise maximum latent dynamics error across environments under 



Practical Algorithm (WAKER)

Idea: Sample more data from environments that have high epistemic 
uncertainty under        .

→ The more complex an environment is, the more data is gathered



Experiments

• First, reward-free world model learning.

• Second, reward functions provided and policies optimized in world model.

→ WAKER improves robustness of policies a range of downstream tasks
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