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Lion Secretly Solves a Constrained Optimization: As Lyapunov Predicts

Theoretical Exploration of Lion Optimizer
We unveil the theoretical foundation of the Lion optimizer, 
which, despite its empirical success, lacked a clear theoretical 
basis. Our work establishes that Lion is not just an empirically 
effective optimizer but is theoretically grounded in solving a 
specific bound-constrained optimization problem.

Lyapunov:Weight decay is a constraint
Our study introduces a new Lyapunov function for Lion 
updates. This development is instrumental in demonstrating 
that Lion minimizes a general loss function f(x) while 
enforcing a bound constraint ||𝑥||!≤1/λ with λ as the weight 
decay coefficient.

Empirical Validation
Through extensive experiments, including on a toy example 
and large-scale tasks like ImageNet classification and 
language modeling, we empirically validate our theoretical 
findings. We observe that different choices of ϕ in Lion-ϕ
influence the optimization behavior and performance, 
confirming our theoretical predictions.
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Extension to Lion-𝜅 Algorithms
We extend the Lion optimizer to a 
broader family of Lion- 𝜅 algorithms. 

Phase 1: Convergence 
to the Constrained Set

Phase 2: 
Minimization 

Within the 
Constrained Set

Weight Decay λ MATTERS!
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